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PHD THESIS ABSTRACT
This thesis investigates the long-term changes stmafter-term variability in monthly,
seasonal, and annual discharge between 1882 arddQ@o rivers, the Severnaya Dvina
(SD) and the Sukhona (SU), draining north-westeusdia, and links these changes to
climatic variability. The Severnaya Dvina is oneth€& largest rivers of the Arctic Ocean
basin and changes in its discharge can potentddct the Thermohaline Circulation. The
SU is a tributary to SD and results have been tsedrroborate findings obtained for SD.
has been suggested by previous studies that diglwdrthe rivers draining the Eurasian
sector of the Arctic basin has significantly inded. However, these studies started during
one of the warmest and driest periods on recotdar1930s.

Analysis of the discharge records of the SD andtiehas shown that that there has been no
long-term, linear change in discharge. Strong deeadal variability characterises both
records and a number of significant shifts from éowo higher discharge occurs. The early
part of the records (1882 — the early 1930s) igatttarised by high annual discharge with
many strong positive anomalies. A period of lowctmrge started in the dry 1930s and
continued until the early 1970s. The last decadesevwharacterised by average annual
discharge. The main implication from this studythat freshwater inflow from European
Russia into the Arctic Ocean has not changed giB88@.

Oscillations in regional climate and large-scalen@pheric circulation (teleconnection
patterns) drive discharge variability. There aresel causal links between variability in
regional precipitation, air temperature, snow coegaporation, and discharge. Variability in
teleconnection indices (most importantly North Atla Oscillation, Scandinavian and East
Atlantic Jet pattern) explains between 13% (sumragd 48% (winter) variance in seasonal
discharge. Construction of regression models sitimglahydrological variability using

climatic variables shows close agreement betweettelienl and observed values of summer,

autumn, and winter discharge of the SD.
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Figure 1.1. Map of the study area. The rectangular line eseddhe SD catchment as defined
in this thesis (58-65N, 40-50°E). Discharge gauges are shown in blue, statioa dat
for temperature, precipitation and snow measuresnantd (Map kindly prepared by

Heather Browning, Department of Geography, Universi Reading).

Figure 2.1. Maps of positive phases of the NH teleconnecgiatierns influencing climate
and hydrology of the study area. All maps are far month of January. The patterns
are based on the rotated principal component agalRPCA) of monthly mean 700
hPa geopotential height conducted by the CPC. Gostepresent loading weights
with yellow and red shading corresponding to puesitioadings and blue shading
corresponding to negative loadings. Patterns adered alphabetically. Source:
Panagiotopoulos (2004).

Figure 2.2. Winter (DJF) time series of main NH teleconnettipatterns. Data are
standardised amplitudes from RPCA performed by @&Cept for AO; Thompson
and Wallace, 1998). Linear trends (black line) dddpoint Henderson filters (red
line) are also included showing higher and loweqérency variability respectively
(Panagiotopoulos, 2004).

Figure 2.3. Time series of the December-March (DJFM) NAO mdmlculated as the
difference between the normalised sea level pressawer Gibraltar and the
normalised sea level pressure over southwest Idel@lones et al, 1997;
www.cru.uea.ac.uk/~timo/projpages/nao_update.nBulumns represent actual index
values; the black line is a running mean.

Figure 2.4. Reconstructed time series of December-FebruadfNAO index (Luterbacher
et al, 2001).

Figure 2.5. Map of the positive phase of the Arctic OscillatipAO) pattern. AO has been
defined as the leading empirical orthogonal func{igOF) of the NH monthly mean
SLP anomaly field. Units are &, wheres is the standard deviation of the principal
component time series (Thompson and Wallace, 2000a)

Figure 2.6. The pan-Arctic  watersheds (Source: R-ArcticNetwww.r-
arcticnet.sr.unh.edu/v3.0/index.html). The SD cateht is located in Sector 10.
Figure 2.7. Mean monthly temperature and precipitation sfat two stations located in the

SD catchment (a) Arkhangelsk (688 N, 40° 5’ E) and (b) Kirov (585’ N, 49° 7’ E).



Figure 2.8.Mean January surface air temperat@r€) in Northern Eurasia (Shahgedanova,

2002: 79)

Figure 2.9. Mean July surface air temperatufeQ) in Northern Eurasia (Shahgedanova,
2002: 83)

Figure 2.10. Mean annual precipitation totals (mm) in Northdtaorasia (Shahgedanova,
2002: 84).

Figure 2.11. Snow cover (in days) in Northern Eurasia (modifieom Rikhter, 1960, in
Shahgedanova, 2002: 90).

Figure 2.12. Mean monthly snow depth at Arkhangelsk (basediata by Breilinget al,
2006).

Figure 2.13.Hydrographs showing average monthly dischargé gec™) at four selected
gauging stations across the Eurasian sector oAtbic from west (Scandinavia) to
east (northeastern Siberia). Hydrographs are basethta from R-ArcticNet (www.r-
arcticnet.sr.unh.edu/v3.0/index.html).

Figure 2.14.Annual river discharge (kfra ™) into the Arctic Ocean between 1921 and 1996
(Shiklomanowet al, 2000: 287). A line in bold shows the 5-year nmgvaverage. The
‘Arctic basin’ includes the Hudson Bay basin whhe ‘Arctic Ocean basin’ discharge
is calculated without inflow into the Hudson Bay.

Figure 2.15.Trends in annual river discharge anomalies atSi&erian rivers (Semiletogt
al., 2000: 335).

Figure 2.16. Schematic sketch of the interactions between gldE) atmosphere and ocean;
(right side) teleconnection patterns, regional dation over the SD catchment, and

SD discharge.

Figure 3.1. Rating curve for SD daily discharge. The ratingve relates daily discharge to
water stage (Shiklomanet al, 2006).

Figure 3.2.Number of discharge measurements per year fot968-2000 period. The upper
line shows total number of measurements througtitmityear. The lower line shows
the number of measurements during the ice-covengh€Bhiklomanowet al, 2006).

Figure 3.3. Correction techniques used to estimate daily &oharge between November
and April in 2001 (Shiklomanoet al., 2006).
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Figure 3.4. Relative errord q4q4; %) in daily discharge estimates computed usirghibst-fit
polynomial for approximation of long-term stabletimg curve from the daily
discharge values (Shiklomanetal, 2006).

Figure 3.5. Main steps of a combined PCA and regression aisa{gsodified from Yarnal,
1993).

Figure 4.1. Hydrographs showing (a) average monthly dischémjes™) of SD and SU and
(b) spread of monthly discharge determined:lystandard deviation.

Figure 4.2. Monthly standardised discharge time series of 8@ @U. The linear trend fits
(red line) and calculated values of Bo not reveal a long-term change in the time
series. The 21-term Henderson filter (black bolde)i reveals low-frequency
variability. + 20 from mean are shown as dashed lines. In most mpotith highest
discharge values occurred in the early part of¢cerd.

Figure 4.3. Seasonal standardised discharge time series dif8C5U. The linear trend fits
(red line) and calculated values of Bo not reveal a long-term change in the time
series. The 21-term Henderson filter (black bolde)i reveals low-frequency
variability. + 2o from mean are shown as dashed lines.

Figure 4.4. Annual average standardised discharge time steSD and SU. The linear
trend fits (red line) and calculated values &fR not reveal a long-term change in the
time series. The 21-term Henderson filter (blackdbime) reveals low-frequency
variability. £ 20 from mean are shown as dashed lines. The modtled&atures are
the periods of low discharge values in the 1930%%%nd in the 1970s.

Figure 4.5. Pentadal anomalies of SD mean annual discha@#2{2004) and SU (1915-
1998). Anomalies have been calculated as the diifa between long-term arithmetic

means and discharge in a given pentad.

Figure 5.1. Standardised monthly precipitation at Arkhange(d881-2003; 6%60'N,
40°50’E) and for the SD catchment (1901-2000). Datsehzeen derived from Neat
al. (2000) gridded data set and averaged over tlrmant of the SD (58 — 85, 40
— 50E). Linear trends are shown in red (on Arkhangelata), Henderson filter in
black.

Figure 5.2. Standardised seasonal precipitation at Arkhakgé€l$881-2003; 62%50’'N,
40°50’E) and for the SD catchment (1901-2000). Datzehzeen derived from Neat
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al. (2000) gridded data set and averaged over tlohroant of the SD (58 — 85I, 40
— 50E). Linear trends are shown in red (on Arkhangelata), Henderson filter in
black.

Figure 5.3. Regional seasonal precipitation versus seasonatliSéharge (1901-2000). t =
temperature, Q = discharge.

Figure 5.4. Standardised monthly mean air temperature at arghlsk (1881-2003;
64°60'N, 40P50’E) and for the SD catchment (1901-2000). Dateehiaeen derived
from Newet al (2000) gridded data set and averaged over tlohmo@nt of the SD
(58 — 65 N, 40 — 50E). Linear trends are shown in red (on Arkhangelska),
Henderson filter in black.

Figure 5.5. Standardised seasonal temperature at Arkhangdi881-2003; 6%60’'N,
40°50’E) and for the SD catchment (1901-2000). Datzehzeen derived from Neat
al. (2000) gridded data set and averaged over tlohmant of the SD (58 — 85I, 40
— 50E). Linear trends are shown in red (on Arkhangelata), Henderson filter in
black. Linear trends are shown in red (on Arkhasigelata), Henderson filters are
shown in black.

Figure 5.6.Regional seasonal air temperature versus seaS@ndischarge (1901-2000). t =
temperature, Q = discharge.

Figure 5.7. Average snow depth at Arkhangelsk, Koynas andasdor (1) October-May and
(I1) March (based on Breilingt al, 2006).

Figure 5.8. Dates(Julian day) of (a) the onset, (b) complete meltsnbw pack and (c)
duration of snow cover season at Arkhangelsk (1990and Kotlas (1936-94

Figure 5.9. Monthly P-E (kg M s™) at the 850 hPa surface averaged over the SDmattth
(58-65N, 40-5CE) and monthly SD discharge, shown together in otmemphasize
the relationship between the two.

Figure 5.10. Seasonal standardised time series of P-E atbéBa surface derived from the
NCEP/NCAR reanalysis and averaged over the SD caoh(1948-2000).

Figure 5.11.Seasonal standardised SLP time series averagedh®/&D catchment (1900-
2004).

Figure 5.12. The 30-year running means of correlation coefficigetween the reconstructed
teleconnection indices (Luterbachetral, 1999) and AMJ discharge of SD: (a) NAO
in January and (b) SCA in May. Correlation coeéfits above 0.19 are statistically

significant at 0.05 (shown as dashed line).
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Figure 5.13.Mean 500-hPa geopotential height anomalies agsdoradth composites of high
(1952, 1955, 1958, 1961, 1966, 1968, 1974, 1990,1,19993) minus low (1956,
1960, 1963, 1967, 1973, 1975, 1977, 1984, 1985619%MJ discharge years.
Contour intervals are 2 dekametres (dam).

Figure 5.14.(a) July 500-hPa geopotential height anomaliegterlow JA discharge years
(1949, 1960, 1964, 1967, 1972, 1973, 1974, 1975971%nd (b) mean 500-hPa
geopotential height field for July 1973. Contouenvals are 2 dekametres (dam).

Figure 5.15.The 30-year running means of correlation coeffitsebetween the reconstructed
teleconnection indices (Luterbachedral, 1999) and JA discharge of SD: (a) NAO in
June (SD) and (b) EA-JET in June. Correlation ¢oieffits above 0.19 are statistically
significant at 0.05 (shown as dashed line).

Figure 5.16.The 30-year running means of correlation coefficigetween the reconstructed
teleconnection indices (Luterbachetral, 1999) and SON discharge of SD: (a) EA-
JET in July, and (b) EA/WR in March. Correlationefficients above 0.19 are
statistically significant at 0.05 (shown as daslee).

Figure 5.17.Mean 500-hPa geopotential height anomalies fohtge SON discharge years
(1948, 1952, 1956, 1957, 1962, 1978, 1989, 1998umiow SON discharge years
(1951, 1960, 1972, 1974, 1975, 1992). Contourvaisrare 2 dekametres (dam).

Figure 5.18.The 30-year running means of correlation coefficigetween the reconstructed
teleconnection indices (Luterbacletral, 1999) and DJFM discharge of SD: (a) SCA
in October, and (b) NAO in October. Correlation ficents above 0.19 are
statistically significant at 0.05 (shown as dasleg).

Figure 6.1. Scree plot (eigenvalues against component numisesjifying the number of
statistically significant components to be retaifmdthe AMJ season (1901-1995).
Figure 6.2.Modelled versus observed values of AMJ discharges(fof SD (1902-1994).
The black line shows the long-term average of theeoved discharge (7,914
m/sec).
Figure 6.3. Time series of the statistically significant Pdies (AMJ 1901-1995).
Figure 6.4. Scree plot (eigenvalues against component numiesjifying the number of
statistically significant components to be retaif@mdthe JA season (1901-1995).
Figure 6.5. Modelled versus observed values of JA dischanyes(’) of SD (1902-1994).
The black line shows the long-term average of theeoved discharge (2,59 sec).
Figure 6.6. Time series of statistically significant PC s&(&A 1901-1995).

13



Figure 6.7. Scree plot (eigenvalues against component numiesjifying the number of
statistically significant components to be retaif@mdthe SON season (1901-1995).

Figure 6.8. Modelled versus observed values of SON dischamjes™) of SD (1902-1994).
The black line shows the long-term average of theeoved discharge (2,443 /sec).

Figure 6.9. Time series of statistically signicant PC scd&9SN 1901-1995).

Figure 6.10.Scree plot (eigenvalues against component numbs)ifying the number of
statistically significant components to be retairfled the DJFM season (1901/02 -
1995/96).

Figure 6.11. Modelled versus observed values of DJFM dischémjes™) of SD (1901/02-
1995/96). The black line shows the long-term averaigthe observed discharge (975
m°/sec).

Figure 6.12. Time series of statistically significant PC s&(®JFM 1902-1994).

14



L1ST OF TABLES

Table 1.1. Characteristics of the Severnaya Dvina and Sukhcetghments and their
discharge (based on data from Arctic RIMS)

Table 2.1. Calendar months, in which teleconnection patteare active (CPC,
www.cpc.ncep.noaa.gov/data/teledoc/teletab.htndg Beading of Figure 2.1 for the
abbreviations.

Table 2.2. Annual discharge of the seven largest riverdiefArctic Ocean basin (Petersein
al., 2002; Grabegt al, 2000). Rivers are ordered by discharge. Datx tefthe 1936-
99 (Eurasian rivers) and 1972-1992 (Mackenzie)oolsti

Table 2.3.Seasonal total rainfall (mm) at various locatiansoss the SD catchment. Stations
are ordered from north-west to south-east. Sourd@OSHYDROMET
(http://meteo.ru/data_temperat_precipitation/) and DSS UCAR
(http://dss.ucar.edu/datasets/ds570.0/).

Table 2.4. Changes in annual precipitation (P; mm per 48ng 63-yr period) and discharge
(D; mm per 49-yr and 63-yr period) across the thédeerian watersheds between
1950-98 versus 1936-98 (after Berezovsketyal., 2004).

Table 3.1. Long-term mean errors in SD discharge (%) for5t2600 (Shiklomanoet al,
2006).

Table 3.2. Population statistics of selected administrativgricts within Arkhangelskaya
Oblast from north to south (Administraciya Arkhalsei Oblasti;
www.dvinaland.ru/region/info.asp?part=2)

Table 3.3. Information on the station data sets used ingtudy.

Table 3.4. Information on gridded data sets used in thidystu

Table 3.5.Correlation coefficients between calculated (CB@Y reconstructed (Luterbacher
et al, 1999) monthly teleconnection indices (for theerdap period of 1950-95). The

teleconnection patterns are ordered alphabetically.

Table 4.1.Long-term arithmetic means rs®) of mean monthly discharge of SD and SU,
coefficients of variation (CV; %), and correlatioonefficients (r) between discharge
time series of SD and SU. Data refer to the 188243geriod for SD and to the 1915-
1998 period for SU. Data have been obtained fromAr®icNet (www.r-

15



arcticnet.sr.unh.edu/v3.0/index.html) and Arctic VISl
(http://rims.unh.edu/data.shtml).

Table 4.2. Statistical significance of assumed changes is@®d SD discharge. Means and

standard deviations of the before- and after-chaageples aren and g; the number

of years in a sample i¥.

Table 4.3. Statistical significance of assumed changes indis&harge of SU. Means and

standard deviations of the before- and after-chaageples aren and g; the number

of years in a sample is.

Table 4.4. Statistical significance of assumed changes iruahdischarge of SD and SU.

Means and standard deviations of the before- atai-elfiange samples aneand ¢;

the number of years in a sampléNis

Table 5.1. Correlation coefficients between monthly pre@pdn and monthly discharge of

SD. (a) Regional precipitation averaged over thec&@hment (65-58! and 40-5€€;
1901-2000) (Newvet al, 2000). Discharge months are shown in blue ardipitation
months in red. Correlation coefficients significaatt 0.05 are shown (> 0.20).(b)
Precipitation station data for Arkhangelsk {®&N, 40°50’E; 1881-2003). Correlation

coefficients significant at 0.05 are shown (> 0.18)

Table 5.2. Correlation coefficients between seasonal regiprecipitation (65-58\N and 40-

Table

50°E; 1901-2000) (Newet al, 2000) and seasonal SD discharge. Only values
significant at 0.05 are shown.

5.3. Correlation coefficients between monthly air temgiure and monthly SD
discharge. (a) Regional temperature averaged tweiSD catchment (65-%8 and
40-50E) (1901-2000) (Newvet al, 2000). Discharge months are shown in blue and
temperature months are shown in red. Correlatigfficgents significant at 0.05 are
shown (>0.20). (b) Temperature at Arkhangelsk®@0N, 40°50’E; 1881-2003).
Discharge months are shown in blue and temperanoeths are shown in red.

Correlation coefficients significant at 0.05 arewh (>0.18).

Table 5.4. Correlation coefficients between seasonal tentpers at Arkhangelsk (680°N,

Table

40°50’E; 1882-2003) and seasonal SD discharge. Orllyesasignificant at 0.05 are
shown.

5.5. Correlation coefficients between (a) monthly sndepth at Arkhangelsk, (b)
monthly snow depth at Kotlas, (c) end of snow seagcArkhangelsk and Kotlas, and

16



Table

seasonal discharge of SD (1936-2001). Only coefiis significant at 0.05 (> 0.21)
are shown.

5.6.Correlation coefficients between monthly P-E (agethover the SD catchment,
58-65 N, 40-50 E) and (a) monthly and (b) seasonal SD dischat§48-2000).
Discharge months are shown in blue and P-E monthsl@own in red. Coefficients

significant at 0.05 (> 0.27) are shown.

Table 5.7. Correlation coefficients between SLP over thelf#Bin and SD discharge (1899-

Table

Table

2004). Discharge months/seasons are shown in 8Ltk months/seasons in red. Only
values significant at 0.05 are shown.

5.8. Cumulative variance in the seasonal dischargeh®fSD explained by regional
climatic factors (1882-1995). p = precipitation,=t temperature. Total variance
explained is highlighted in bold.

5.9. Correlation coefficients between the monthly telewection indices and AMJ
discharge of SD (1882-1995). Correlation coeffitieabove 0.19 are statistically
significant at 0.05. Only statistically significardrrelation coefficients are shown.

Table 5.10.Cumulative variance in the AMJ discharge of SD8@-8995) explained by the

Table

Table

Table

main NH teleconnection patterns. Total variancdarpd is highlighted in bold.

5.11. Correlation coefficients betweethe monthly teleconnection indices and JA
discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically
significant at 0.05. Only significant values areplayed.

5.12.Cumulative variance in the JA discharge of SD (18895) explained by the
main NH teleconnection patterns. Total variancdarpd is highlighted in bold.
5.13.Correlation coefficients betwedhe monthly teleconnection indices and SON
discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically

significant at 0.05. Only statistically significacdrrelation coefficients are shown.

Table 5.14.Cumulative variance in the SON discharge of SD 218895) explained by the

main NH teleconnection patterns. Total variancdarpd is highlighted in bold.

Table 5.15.Correlation coefficients betweaghe monthly teleconnection indices and DJFM

discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically

significant at 0.05. Only statistically significacdrrelation coefficients are shown.

Table 5.16.Cumulative variance in the DJFM discharge of SC8@E&995) explained by the

Table

main NH teleconnection patterns. Total variancdarpd is highlighted in bold.
5.17. Correlation coefficients between monthly telecartiom indices and monthly

rainfall at Arkhangelsk and over the SD catchmd®36-95). Precipitation months
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are shown in blue and teleconnection months in Tedeconnection patterns are
ordered alphabetically. Only statistically signéfit coefficients (at 0.05) are shown.

Table 5.18. Correlation coefficients between monthly teleaeetion indices and monthly
temperature at Arkhangelsk over the SD catchme&8-B5). Teleconnection months
are shown in red and temperature months are showslue. Patterns are ordered
alphabetically. Only statistically significant cfiefents (at 0.05) are shown.

Table 5.19. Correlation coefficients between monthly teleceetion indices and (a, b) snow
depth and (c, d) onset and melt of snow cover {fier overlap period 1936-95).

Correlation coefficients significant at 0.05 arewhn (> 0.21).

Table 6.1.Variance explained by the five significant compatsefor the AMJ season (1901-
1995). Explained total cumulative variance is higiied in bold.

Table 6.2. PC loadings of the five statistically significacdmponents for the AMJ season
(1901-1995). Only the highest component loadings haghlighted in bold to assist
with interpretation of PCs.

Table 6.3. Variance explained by the statistically signiit®Cs and correlation coefficients
between the PCs and the original variables foAiid season.

Table 6.4.Variance explained by the five significant compatsefor the JA season (1901-
1995). Explained total cumulative variance is higiied in bold.

Table 6.5. PC loadings of the three statistically significaosimponents for the JA season
(1901-1995). Only the highest component loadings haghlighted in bold to assist
with interpretation of PCs.

Table 6.6. Variance explained by the statistically signiit®Cs and correlation coefficients
between the PCs and the original variables fodtheeason.

Table 6.7. Variance explained by the five significant comeots for the SON season (1901-
1995). Explained total cumulative variance is higjied in bold.

Table 6.8. PC loadings of the five statistically significacdmponents for the SON season
(1901-1995). Only the highest component loadings aghlighted in bold to assist
with interpretation of PCs.

Table 6.9. Variance explained by the statistically signiit®Cs and correlation coefficients
between the PCs and the original variables foStO&l season.

Table 6.10. Variance explained by the five significant compatsefor the DJFM season
(1901/02-1995/96). Explained total cumulative vacnis highlighted in bold.
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Table 6.11 PC loadings of the five statistically significasumponents for the DJFM season
(1901/02 - 1995/96). Only the highest componendilogs are highlighted in bold to
assist with interpretation of PCs.

Table 6.12.Variance explained by the statistically signifit®Cs and correlation coefficients

between the PCs and the original variables foDXhEM season.
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Chapter 1. Introduction.

This PhD thesis investigates the long-term (188242@rends and shorter-term variability in
discharge of two rivers - the Severnaya Dvina andributary, the Sukhona - draining north-
western Russia and flowing into the Arctic Oceahe Tinvestigation is undertaken in the
context of establishing links between variabililydischarge and regional climatic variability
using univariate and multivariate statistical methoThis chapter discusses the rationale and
scientific issues to be addressed by the thesisigeel.1). Research objectives, together with
brief information on the catchment of the SevernBy@a, are outlined in section 1.2. The

thesis structure is outlined in section 1.3.

1.1. Rationale and scientific issues to be addresise

The simultaneous rise of global surface air tentpesaand alteration of the chemical
composition of the atmosphere by increasing emmssiof carbon dioxide and other
greenhouse gases have increasingly led to the lggist that the two developments are
linked. Various research bodies and, most impdstarihe Intergovernmental Panel on
Climate Change (IPCC) promote the concept of glaboghropogenic climate change to
emphasize a human fingerprint in the observed tiovadterations due to which temperature
changes in the 3D century are assumed to have exceeded historidairahaclimatic
variability (IPCC, 2001). Changes in air temperaton global and regional scales lead to
changes in other meteorological and environmematacteristics, such as the components of
global and regional water balance, evoking feedbaekich can potentially result in
dangerous climate change (IPCC, 2001). One of thm mifficulties in the evaluation of
impacts of climate change on both natural and huemssronments lies in the separation of a
true climate change signal from the ‘noise of ratuclimatic variability’. While this
separation can only be achieved through the useimierical climatic modelling, analysis of
long-term climatic and environmental records calp he distinguish between the long-term
trends potentially resulting in significant envirnantal change and shorter-term fluctuations,
which in turn result from natural oscillations metatmospheric and oceanic circulations (e.g.
IPCC, 2001). However, if such records are to baeluseir duration should be long enough

for the quasi-decadal climatic variability not te mistaken for a signal of more permanent
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climate change (Hulmet al, 1999), and they should be complete and reliéhalg Espeet
al., 2005; Moberget al., 2005).

While the debate on the projected anthropogenioatk change and its impacts on natural
and human environments is widening, one particalgyect of the problem stands out: a
potential impact of the observed and projected aficcnwarming on the oceanic circulation in
the Arctic Ocean and the North Atlantic and asgediampacts on the climates of Eurasia
(Manabe and Stouffer, 1988; Rahmstorf, 1994; 19987; 2000; 2003; 2006; Rahmstetf
al., 1996; Broeckeet al, 1999; Rahmstorf and Ganopolski, 1999; Vellingd ®ood, 2002).
The high latitudes are regarded as environments daha especially sensitive to climate
change, where a change stronger than anywheréndbe¢h air temperature and precipitation
Is projected with potential impacts on permafrogitnand regional water balance (IPCC,
2001). The latter is expected to result in changedischarge of the largest Eurasian rivers
contributing a bulk of the freshwater discharg®itite Arctic Ocean thereby determining the
salinity of the Arctic Ocean. The latter through links with the North Atlantic, drives the
Thermohaline Circulation (THC) providing for theroently relatively mild climate of north-
western Eurasia (Manabe and Stouffer, 1988; Rahsit694; 1995; 1997; 2000; 2003;
2006; Rahmstorfet al., 1996; Broeckeret al, 1999; Rahmstorf and Ganopolski, 1999;
Vellinga and Wood, 2002). Although currently theseao reliable estimate of a magnitude of
change in oceanic salinity that may result in tigaiicant weakening or a shutdown of THC,
there is a concern that increasing freshwater digghinto the Arctic Ocean may provoke

weakening of THC and associated cooling of the pe@o climate.

The debate on changes in freshwater dischargehatérctic Ocean and its potential impacts
on ocean water salinity has been initiated by Betest al. (2002) who calculated that the
annual total discharge of the six largest Eurasiars into the Arctic has increased by 7%
(128 kn?) between 1936 and 1999 and is projected to inerkather. This work has brought
to attention earlier and inspired further resedociising on regional changes in water balance
and river discharge in the Arctic Ocean basin (@x@bset al, 2000; Semiletoet al, 2000;
Fukutomiet al, 2003; Lammerst al, 2001; Yanget al, 2002; 2004 a; b; Serreeeal, 2003

a; Yeetal., 2003). The presented results are often contsalewith different conclusions
being obtained for the same river basins. Largalesstudies (Shiklomanogt al, 2000;
McClellandet al, 2006 focusing on the Arctic Ocean basin as aleyRetersoret al, 2002,
for Northern Eurasia) have also produced differestilts. Most notably, a study of trends in

freshwater discharge into the Arctic Ocean sinc2l1By Shiklomanowet al (2000) has
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uncovered no significant long-term changes. Thk tdcagreement on changes in freshwater
discharge in the Arctic Ocean basin may be dueriaraber of factors. Firstly, trends differ
between sectors of the Arctic Ocean basin, mosbitaptly between Eurasia and North
America (Shiklomanoet al, 2000). Secondly, merely few studies (e.g. Sinidoovet al,
2000; Pekarovaet al, 2003) use the long-term (i.e. centennial) resomhd most
investigations rely on shorter (60-30 year) recandsead, whereby shorter-term fluctuations
in both climate and discharge can be potentiallgtakien for a signal of climate change
(Hisdal et al, 2001; Lindstrém and Bergstréom, 2004). Thirdlye quality and reliability of
investigated discharge records as well as spatisrage with regard to discharge monitoring
vary across the Arctic Ocean basin (Shiklomaabwal, 2000) potentially introducing errors
to data analysis. Fourthly, many studies do ndirdjaish between climatic and non-climatic
(e.g. river regulation) impacts on discharge arghgliee whether the strongest impacts are
derived from natural climatic variability or noniolatic factors (e.g. Serrezd al, 2003 a;
Yang et al, 2004 a). In addition, not all sectors of thecthr Ocean basin have been
investigated equally well. To date, a considerdimdely of research exists on the Siberian
sector (e.g. Grabst al, 2000; Semiletoet al, 2000; Fukutomet al, 2003; Lammerst al,
2001; Serrezet al, 2003 a; Yanget al, 2002; 2004 a; b; Yetal., 2003) while the North
American sector, where the duration of dischargeonds is shorter, has received less
attention (e.g. Zhangt al, 2001; Déry and Wood, 2004; Déry and Wood, 2@y et al,
2005), and the European Russian sector has bamtyidreen underreported.

Yet, the longest historical records of river disgjein the Arctic Ocean basin, spanning more
than a century, are available for the European iRassector. The regular measurements of
discharge began on rivers of the Severnaya DvifialFgest river of the Arctic Ocean basin)
and the Sukhona in the 1880s, whereas measureorethe Pechora {5 largest river of the
Arctic Ocean basin) began only in 1932. The measernds on the Severnaya Dvina
continued without interruption and significant cbas in observation practices, and are
ongoing. Unlike the Siberian sector of the Arctice@n basin, the European sector features
limited areas of permafrost and the western parthef sector, drained by the Severnaya
Dvina, is permafrost free. In contrast to the Sdermrivers, the Severnaya Dvina and its
tributaries have not experienced significant regouts and flow alterations, and water

abstraction remains low.

These two factors - (i) the lack of information cmanges in river discharge at the European

Russian sector of the Arctic Ocean and (ii) longtdrical extent and good quality of the
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discharge records - invite an investigation inte tinends and variability of freshwater
discharge from the East European plain into theti@dt©cean and their link with climatic
oscillations. It is envisaged that the thesis wwithke two important contributions into the
ongoing debate on changes in the components of Walance in the Arctic Ocean basin: (i)
provide an analysis of regional changes in disahargd other components of water balance,
such as precipitation, P-E, and snow cover, inattea underreported so far using statistical
methods; and (ii) place the existing analyses atonger-term historical context leading to a
better understanding of regional climate changeimpécts on freshwater systems.

1.2. Research objectives and study area

The Severnaya Dvina (SD) is one of Northern Eumadirgest rivers and the"7largest
contributor of freshwater into the Arctic Oceancisen 2.1) The river is formed by the
confluenceof two smaller rivers, the Yug and the Sukhona (§&lyure 1.1). SD drains a
vast, largely flat catchment with elevations cltséhe mean sea level, flowing to the White
Sea, which is a part of the Arctic Ocean. The gatafit belongs largely within the taiga zone
(boreal forests) of Russia (Tishkov, 2002) charsgsxzd by low mean annual air temperatures
and humid conditions due to abundant precipitadod low evaporation (section 2.4.2.2).
Administratively, the catchment is located largeljthin the Arkhangelskaya Oblast
(Arkhangelsk Region) of Russia. The total drainagea of SD is about 348,000 knthe
river's length is about 1,300 km (Table 1.1), andantributes about 105 Khai* (Petersoret

al., 2002; McClellandet al, 2004) and 112 kima* of freshwater (Lvovich, 1971) to the
Arctic Ocean (Table 3.1). Both the catchment siza @nnual total discharge of SD are about

seven times larger than of SU (Table 1.1).

Table 1.1.Characteristics of SD and SU catchments and thetharge (based on data from
Arctic RIMS; http://rims.unh.edu/data.shtml)

River Catchment area Mean annual Annual total
(km?) discharge (n? s¥) | discharge (kn?)
Severnaya Dvina 348,000 3,360 105
Sukhona 49,200 450 15
TOTAL 397,200 120
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Figure 1.1 shows location of the discharge gaugites and meteorological stations used in

this study.

40°E

Arkhangelsk
Ust Pinega

64°N

Kotlas

Kalykino

Figure 1.1. Map of the study area. The rectangular line eseddhe SD catchment as defined
in this thesis (58-65N, 40-50 E). Discharge gauges are shown in blue,
meteorological and snow depth measuring staticaslawn in red.

1.3. Thesis structure

The thesis begins with an overview of literaturarelecterising climate and discharge patterns
of the Arctic Ocean basin with the emphasis onBbeasian (particularly European Russian)
sector of the basin (Chapter 2). Particular atbenis given to the studies of river discharge in
the Eurasian sector linking trends and variability discharge with climatic trends.
Controversial results and gaps in existing knowtede highlighted and research questions to

be addressed by the thesis are formulated at tdeoérChapter 2. Chapter 3 provides
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information on data and methods used in this stBdyticular attention is given to the quality
of both hydrological and meteorological data. Tise of the selected statistical methods is
explained and justified and theoretical aspectghef employed statistical methods, their
advantages, limitations, and previous use are sisg&tli Chapter 4 shows and discusses the
long-term trends and quasi-decadal oscillationgh monthly, seasonal and annual time
discharge series of SD and SU since 1882. Chapliek$® the uncovered discharge trends
with variability in regional climate and the largeale atmospheric circulation. In Chapter 6,
the constructed statistical models linking disclkargegional climatic variables, and
atmospheric circulation indices are presented aed performance is tested and discussed.
Finally, Chapter 7 brings the obtained results tlogle provides conclusions from the study,

and suggests directions for further research.
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Chapter 2. Literature Review.

2.1. Introduction.

Variability in discharge of the rivers of the ArtiOcean basin has recently received
considerable attention because of its potentialachpn salinity of the Arctic Ocean and
associated changes in the oceanic circulation lkmate (e.g. Petersaet al, 2002; Anderson
et al, 2004). Changes in discharge of the Siberianl{€etal, 2000; Semiletoet al, 2000;
Fukutomiet al, 2003; Lammert al, 2001; Yanget al, 2002; 2004 a; 2004 b; Yet al.,
2003; Serrezet al, 2003 a) and North American rivers (Zhatal, 2001; Déry and Wood,
2004; Déry and Wood, 2005; Déey al, 2005) and their links with climatic variabilityave
been documented. Discharge records from Siberigngdéack to the 1930s, indicate that
discharge of the Yenisei, Lena, and Ob — the tlanggest rivers flowing into the Arctic Ocean
— has increased, being attributed to the obserlmedtic warming and associated increase in
winter snow accumulation. The Ob’s annual dischangeeased by 5% between 1936 and
1990 (Yanget al, 2004 a), the Yenisei's discharge by 3% betwe@3bland 1999 (Yangt
al., 2004 b), and the Lena’s by 6% between 1936 &89 IYanget al, 2002; Yeet al,
2003).By contrast, discharge records from the Canadiattidrdating back merely to the
1960s, indicate a 15% decrease in annual disch@¢ey and Wood, 2004; Dérgt al.,
2005). As a whole, annual total discharge intoAnetic Ocean increased by 5.6 &im the
Northern Eurasian sector and decreased by 2%irkiine North American sector, yielding a
net increase of 3.1 kKhibetween 1964 and 2000 (McClellagidal, 2006).

Given the importance of the discharge into the i&r€@cean from the Eurasian sector, the
identified trends in discharge of the Siberian msyeand projections by General Circulation
Models (GCMs) of the future warming in the Arctic&n basin (IPCC, 2001), concerns
have arisen about possible impacts of these chamgése Thermohaline Circulation (THC)

in the North Atlantic and associated potentiahnges on the European climate (Manabe and
Stouffer, 1988; Rahmstorf, 1994; 1995; 1997; 20P003; 2006; Rahmstorét al., 1996;
Broeckeret al, 1999; Rahmstorf and Ganopolski, 1999; Vellinga &Vood, 2002), and
especially about potential cooling in Europe, whislght be associated with a shutdown of
the THC (e.g. Rahmstorf, 2006)he strongest impacts of the projected climaticraiag on
hydrological cycle including river discharge arepegted in the Arctic Ocean basin where
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annual discharge is projected to increase by D% in 2041-2060n comparison with the
1900-1970 period(Milly et al, 2005). Depending on global future surface mean air
temperature scenarios (an increase of 1.4 tbG.8CC, 2001), the post-1936 linear trend in
the annual discharge of the six largest Northema&an rivers has been extrapolated to 2100
yielding a possible increase between 18 % and #¥éb the present values, representing an
aggregated total increase in freshwater influx i Arctic Ocearof 315 — 1,260 krha ™
(Petersoret al, 2002).

To obtain a reliable answer to the question whethereasing freshwater inflow into the
Arctic Ocean, together with the enhanced melt afise, is capable of reducing the salinity of
the ocean water to an extent that will reduce thength of THC, a careful assessment of the
observed and projected trends in discharge fronsedtors of the Arctic Ocean basin is
required. Yet to date, historical discharge recdrdsn the European sector of the Arctic
Ocean basin have received little attention. Twgdarivers, the Severnaya Dvina (SD) and
the Pechora, drain northern European Russia catittgpon average 112 kha* (SD)' and
130 kn? a® (Pechora) of freshwater to the Arctic Ocean (Lebyil971). According to these
estimates, the Pechora and SD rank as than8l the ¥ largest contributors respectively of
freshwater into the Arctic Ocean (Table 2.2). Whiischarge measurements on the Pechora
have been intermittent, regular measurements e&sifiow at the outlet of the SD began in
1882 and continue at present providing the longesorical river discharge record for the
Arctic Ocean basin. Provided that SD has been taifleby human interference to a very
limited extent (section 3.2), such record is inadlie for detecting long-term linear trends in
discharge and making a clear distinction betweedrdiggical changes reflecting climate
warming signal and short-term fluctuations in dage records introduced by natural
variability in atmospheric circulation (e.g. Hisdel al, 2001; Lindstrom and Bergstrom,
2004).

This chapter reviews the existing knowledge of deeand forcings of river discharge in the
Arctic Ocean basin highlighting insufficient knowlge or conflicting findings. It begins with
a brief discussion of factors influencing dischangegeneral (section 2.2) and continues to
discuss the main Euro—Atlantic teleconnection pastein the context of hydrological
variability (section 2.3). The climate and hydrojogf the European sector of the Arctic

1105 knt @' in the estimation by Petersenal (2002) and McClellangt al (2004)
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Ocean basin and the importance of discharge frenk:tivasian sector are discussed in section
2.4. Trends in discharge from different sectorshef Eurasian Arctic Ocean basin and their
links with climatic and hydrological variability ardiscussed in section 2.5. Research
guestions to be addressed by the thesis are fa@aulasection 2.6.

2.2. Factors influencing river discharge.
This section briefly discusses the main factorkigrice river discharge. These are grouped as
natural factors and anthropogenic factors andigiasl by far not exhaustive. Natural factors
(climatic and non-climatic) affecting river disclgarbehaviour include:

e Sea level pressure (SLP) and geopotential heigittalbng weather patterns

* Air temperature

* Precipitation

» Evaporation (evapotranspiration)

» Extent of snow cover (lateral extent and snow degtial its duration

* |ce cover

* Occurrence and extent of permafrost in the catchmen

e Geology of a catchment

* Vegetation in a catchment

» Occurrence and extent of wetlands in a catchment

* Natural variations in the river course and chamtterations
SLP and geopotential height control weather padteand determine temperature and
precipitation regimes, which in turn control othelimatic and discharge parameters. Both
regional and distant SLP and geopotential heigatkaown to control river discharge. For
example Fukutomet al (2003) suggested that atmospheric circulatioa iseful predictor
determining the behaviour of components of hydnolaigbudget across the three large
Siberian watersheds in summer. Stwetral (2001) and Jacobedt al (2004) analyzed the
occurrence of major floods in Central Europe sib660 and concluded that these have been

initiated by anomalies in large-scale atmosphédrautation.

Precipitation (P) and evaporation (E) are the megonponents of the regional water balance
and difference between the two (known as effecpuecipitation; P-E) determines water
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availability for discharge. Over long periods ahé, when changes in a catchment’s storage
tend towards zero (Jones, 1997; Peelal, 2001), a catchment’'s discharge can be
approximated as the difference between precipitadiod evaporation. Air temperature is one
of the main factors controlling evaporation (Shai®99). Therefore, precipitation and
temperature are the main factors controlling ridescharge in the absence of significant
changes in basin physiography and water abstragtimasovskaia, 1994). There are
numerous studies uncovering strong relationshipsvden changes in precipitation and
discharge and air temperature and discharge insturkor example, focusing on Europe,
Kiely (1999) linked increasing rainfall to risingver discharge in Ireland in recent decades,
while Shorthouse and Arnell (1999) reported thatnges in atmospheric circulation patterns
over selected European basins have led to higleerpgaation and higher discharge. Peterson
et al (1999) linked increasing surface air temperatwils rising discharge across Northern
Eurasia after 1936. Shiklomanat al (2000) reported that an increase in surface air
temperature has led to higher annual discharge avarge part of European Russian after
1980.

Another important control over evaporation is watarailability, which predetermines
whether actual evaporation will occur close topigential rate (e.g. Shaw, 1999). Serrekze
al. (2003 a) investigated the links between the amobinvater available for evaporation in
the Siberian catchments and changes in dischartjee @iberian rivers. They have concluded
that in the Ob basin, where wetlands are most aminaind evaporation occurs close to its
potential rate, effects of an increase in predita attributed to climatic warming, are
mitigated by an increase in evaporation producmglier changes in discharge that could be
otherwise expected from rising trends in preciptaglone.

Snow cover insures a cumulative effect of precimitaon discharge and, together with ice
cover and permafrost, creates specific river regimigh low winter flow and a sharp peak in
spring following ice break-up and snowmelt (Korowik@, 2002). Changes in temporal and
spatial extent of snow cover and their links withctiarge have been extensively documented

for the Siberian watersheds and are discussediiose.5.

The main anthropogenic factors affecting river desge have been summarised by Newson
(1994) and Shiklomanoet al. (2000) and include:
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* Changes in land use and development of agricuftbreugh the effects of both water
abstraction and changing evapotranspiration)
< Urbanisation and changes in population in the ca&sit affecting changes in water
abstraction for domestic and industrial use, andation
* Reservoir and dam construction
* Inter-basin water diversions
Koronkevich (2002) and McClellanet al (2004) discuss the impacts of these factors on
interannual and interseasonal variations in digghasf the large rivers of the Northern
Eurasian sector of the Arctic Ocean basin, withoeu$ on the changed seasonality of

discharge patterns due to the above-mentionedapugenic (mechanic) interferences.

Climatic characteristics, known to affect riveratiarge, will be discussed in section 2.4 with

emphasis on northern European Russia where theatébroent is located.

2.3. The major Euro—Atlantic teleconnection patterns afecting climate

and hydrology of the study area.
Low-frequency variability in atmospheric circulatios known to control variations in
regional climate (Barnston and Livezey, 1987). Thmin low-frequency modes of
atmospheric circulation occurring on the large lfglo hemispheric, large regional) scales
(Wallace and Gutzler, 1981; Esbensen, 1984; Bamnatwd Livezey, 1987) and regional
climates (through precipitation, temperature, and® Sear the surface) have long been
recognised as important controls over anomaloughgeavents, and the impacts of these
forcings on river discharge regimes have been deoted (for the most significant studies

see section 2.5).

The earliest examples include the pioneering rebeayWalker and Bliss (1932), who were
the first to identify the relationships between tdh@minant circulation modes and regional
temperatures and precipitation anomalies usingessgpn analysis, andngstrom (1935),
who termed such linkieleconnectionsThere is no unique definition of teleconnectionthe
contemporary climatological literature. The Clim&weediction Centre (CPC) defines them as

“recurring and persistent, large-scale patterns oégsure and circulation anomalies that
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span vast geographical ar€as(www.cpc.ncep.noaa.gov/data/teledoc/telecontktitd).
Various teleconnection patterns have been idedtifty Wallace and Gutzler (1981),
Esbensen (1984), Barnston and Livezey (1987), daipson and Wallace (1998; 2000 a, b)
and used to explain climatic and climate-inducedctfiations and anomalies both in
temperature and precipitation (for examples setosec2.4 and 2.5) as well as to improve
short- and medium-range weather forecaftanagiotopouloset al (2002) provide a
comprehensive discussion of the major teleconnegaiterns and a comparison of methods
used to derive them, whereas the CPC provides a rteshosummary

(www.cpc.ncep.noaa.gov/data/teledoc/telecontemts) ht

In this section, the main Northern Hemisphere (Nélgconnection patterns, affecting the
catchment of the SD, and their hydrological impoacgare briefly discussed. These patterns
(in alphabetical order) include the Arctic Osciltex (AO), the East Atlantic pattern (EA), the
East Atlantic Jet pattern (EA-JET), the East AildhVest Russian pattern (EA/WR), the
North Atlantic Oscillation (NAO), the Polar/Eurasigattern (POL), and the Scandinavian
pattern (SCA). The patterns have been derived figreint techniques:
« The AO has been defined as the leading Empiricdiggonal Function (EOF) of the
Northern Hemisphere monthly mean sea level preg8ie) anomalies polewards of
20° N (Thompson and Wallace, 1998).
» Other teleconnection patterns have been derivad fRotated Principal Component
Analysis (RPCA) of monthly mean 700 hPa geopotéemgght for the period after
1950 by the National Centres for Environmental itezh (NCEP) and Atmospheric
Research (NCAR) of the US-American National Oceamicd Atmospheric
Administration (NOAA). Major studies describing Heepatterns include Wallace and
Gutzler (1981), Esbensen (1984), and Barnston arezéy (1987).
The positive modes of these patterns are displageffigure 2.1, and time series of
teleconnection indices are shown in Figure 2.2lei@far months, in which these patterns are
active, are given in Table 2.1. In addition to theerseasonal variability, the time series of

many teleconnection indices exhibit significanenainnual and decadal variability.
Three patterns (AO/NAO, SCA, and EA-JET) are of tmogdrological importance for the

study area, as demonstrated in Chapter 5. Recdutications have considered the Siberian

part of Russia rather than impacts of these thi@éems on the hydrology of northern
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European Russia. Given that AO/NAO and SCA aredbminating patterns for the SD

catchment these patterns will be discussed in greatail. Few studies investigate the

(a) East Atlantic pattern (EA) (b) East Atlantic Jet (EA-JET) (c) East Atlantic / Western Russia (EAMWYR)

Figure 2.1. Maps of positive phases of the NH teleconnecpatierns influencing climate

Table

and hydrology of the study area. All maps are far month of January. The patterns
are based on the rotated principal component asalR$CA) of monthly mean 700

hPa geopotential height conducted by the CPC. Qositeepresent loading weights
with yellow and red shading corresponding to puesitioadings and blue shading
corresponding to negative loadings. Patterns acdered alphabetically. Source:

Panagiotopoulos (2004).

2.1. Calendar months, in which teleconnection patteare active (CPC,
www.cpc.ncep.noaa.gov/data/teledoc/teletab.htmbe $eading of Figure 2.1 for
abbreviations.

Pattern | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep| Oct | Nov | Dec
NAO X X X X X X X X X X X X
EA X X X X X X X X
EA-JET X X X X X

EA/WR | X X X X X X X X
POL X X X
SCA X X X X X X X X X X
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Figure 2.2. Winter (DJF) time series of main NH teleconnettipatterns. Data are
standardised amplitudes from RPCA performed by GBxtept for AO pattern:
Thompson and Wallace, 1998). Linear trends (blawck)land 11-point Henderson
filters (red line) are also included showing higlard lower frequency variability
respectively (Panagiotopoulos, 2004).
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hydrological significance of other patterns. ThelRgattern (Figure 2.1 e) has been found to
control river discharge in the UK (Wedgbr@awal.,, 2002). The EA-JET pattern (Figure 2.1 b)
plays an important role in the development of answally strong precipitation anomaly in

southern Europe, which has resulted in strong flup@vents on the River Elbe in August
2002 (Dunkeloh and Jacobeit, 2003).

2.3.1. North Atlantic Oscillation (NAO) and Arctic Oscillation (AO)

The dominant pattern of atmospheric circulatiothi@ Euro—Atlantic region, identified in all
studies, is NAO. NAO is defined in the simplestisras a difference in SLP between the two
atmospheric centres of action, the Azores hightaedcelandic low (Hurrell, 1995; Hurrell
and van Loon, 1997; Jonesal, 1997; Rogers, 1997Muring the positive mode of the NAO
(Figure 2.1 d), the simultaneous strengthenindneftivo centres of action occurs. As a result,
a strong westerly flow, directed from the North aktlic into north-western Europe and
reaching as far east as central Siberia, develogstorm tracks intensify accompanied with
the influx of warm and humid air into Eurasia (Halky 1995). Thus, an increase in air
temperature and precipitation is observed betweethern Greenland and northern Russia
(Trigo et al, 2002). During the negative phase, both centfegtion are either weak or, on
rare occasions, a reversal is observed betweerAtioees high and Icelandic low. The
westerly flow is weakened and displaced towardsh&wo Europe and the Mediterranean
resulting in colder and drier winters in northemurépe and wetter winters in southern Europe
(Hurrell, 1995). Figure 2.2 b shows a time seriethe NAO index for December-February
(DJF), and Figure 2.3 displays the index for theddeber-March (DJFM) period revealing
pronounced decadal variability (Hurrell, 199%jrrell et al, 2003).The most notable feature
of the time series is strongly positive values ngrwinter in the 1920s-1930s and the late
1980s-1990s, which corresponded to periods of waramel wetter winters in northern
Europe. Although the future climate projections suggest that the NA@y remain in a
strongly positive mode in the futur@.g. Hartmanret al, 2000; Hoerlinget al, 2001;
Visbecket al, 2001), the NAO index has declined since the 1860s (Figure 2.3; Cohen
and Barlow, 2005).

A reconstructed NAO winter (DJF) index extendedl®®0 (Figure 2.4; Luterbachet al,
2001) allows to place the oscillations observednduthe 28' century into historical context.

The quality of these data and correlation with@RC indices are discussed in section 3.3.3.
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Figure 2.3. Time series of the December-March (DJFM) NAO mdmlculated as the
difference between the normalised sea level pressaawer Gibraltar and the
normalised sea level pressure over southwest Idel@lones et al, 1997;
www.cru.uea.ac.uk/~timo/projpages/nao_update.h@ojumns represent actual index
values; the black line is a running mean.
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Figure 2.4. Reconstructed time series of December-Februadf(NAO index (Luterbacher
et al, 2001).

However, two points should be briefly mentionedehéiirstly, reliability of the reconstructed
time series increases over time: the post-165%¢es more reliable than the pre-1659
reconstruction (Luterbachet al, 2001). Secondly, there is a strong correlatietwben the
CPC NAO index and the reconstructed NAO index lfer winter months (Table 3.4) during
the overlapping period from 1950-9%uterbacheret al (2001) argue that periods of
persistently high NAO index, similar to those olvser at the end of the 9Ccentury, have
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occurred in historical times as well, most notablythe beginning of the f6and 1§
centuries and around 1850. Therefore, the persigtpasitive NAO index values observed

until the early 1990s are not unusual in the canséxhe 500-year record.

-17.5

Figure 2.5. Map of the positive phase of the Arctic Oscillati(AO) pattern. The AO has
been defined as the leading empirical orthogonattian (EOF) of the NH monthly
mean SLP anomaly field. Units are §7, where$ is the standard deviation of the
principal component time series (Thompson and WeJl2000 a).

In recent years, the identity of the NAO has bec@rsubject of a debate (Thompson and
Wallace, 1998; Wallace, 2000; Wannet al, 2001; Osborn, 2006). An alternative
teleconnection pattern, termed the Arctic Oscilat{AO), has been proposed by Thompson
and Wallace (1998; 2000 a, b) and its index has loedculated for the period after 1899
(Thompson and Wallace, 1998). The AO resemble®lh®, but its main centre covers most
of the Arctic region (Figure 2.5), while the NAO ¢®nfined to the North Atlantic region
(Figure 2.1 d). Thus, the NAO is often considereggional manifestation of the AO (e.g.
Thompson and Wallace, 1998; Wallace, 2000; Waanhat, 2001; Osborn, 2006).

The AO is best expressed during the cold seasoreiNber through April). Thompson and
Wallace (2000 a, b) argue that the AO exhibitsoae link with the surface air temperatures
in Eurasia than the NAO. While the NAO is an impott modulator of precipitation
predominantly in north-western and south-westerropel (Hurrell, 1995), the AO is highly

correlated with precipitation variability acrosetmiddle latitudes (Newt al, 2001) as well
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as in the Canadian Arctic (Déry and Wood, 2004;yz@rd Wood2005). In fact, 90% of the
precipitation variability and the decline in annyadecipitation in the Canadian Arctic
between the mid-1960s and mid-1990s have beerbwtd to the positive AO phase
prevailing during the recent decades (Déry and Wa664).

Strong causal links between AO/NAO and hydrologiaaiability have been proven by many
studies. Straileet al (2003) provide a detailed review of the NAO imisaon freshwater
ecosystems including river discharge, thermal aedrégimes of rivers and lakes, and lake
level oscillations. Shorthouse and Arnell (199T)dstd monthly river discharge variability at
477 drainage basins in Europetween 1961 and 1990 confirming a strong forcihghe
wintertime NAO on discharge. Wilby (2001) and Wengh et al (2002) discussed a strong
impact of the NAO on both winter and summer disghain England and Wales. Wilby
(2001) suggested that NAO provides useful skifoirecasting river discharge in England and
Wales, particularly in late summer when it explaipsto 40% of variance in discharge. Kiely
(1999) studied trends in river discharge in Irelamtl attributed an increase in discharge,
observed since the mid-1970s, to the strongly pesMAO index. By contrast, a negative
correlation between river discharge and NAO in Beut Europe and the Middle East has
been confirmed for rivers Rhone (France) and EBgmain) (Lloretet al, 2001) and for the
Euphrates and Tigris (Cullen and de Menocal, 2000 controls of AO/NAO on river
discharge in the Arctic Ocean basin will be furtdescussed in section 2.5.

2.3.2. Scandinavian pattern (SCA)

Particularly in northern Europe, the SCA patternaisdominant mode of atmospheric
circulation variability between August and May, wiwas also termed by Barnston and
Livezey (1987) as ‘Eurasia 1 pattern’. The positiwvede of SCA is defined by positive SLP
and geopotential height anomalies over Scandinand north-western Russia, whereas the
negative SCA modas represented by negative anomalies over thesenegCPC,
WWww.cpc.ncep.noaa.gov/data/teledoc/scand.shtmfu¢ei 2.1 f). During the positive SCA
phase these pressure anomalies frequently devetopbiocking anticyclones, which break
the progression of the westerly flow and make thens track deviate from its mean path. In
winter, the positive SCA phase is associated watlow-average temperatures across western
Europe and central Russia (Barnston and Liveze87Y19%nd below-average precipitation,

and reduced snow pack in northern Europe and Earopeissia (Clarket al, 1999; Qiaret
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al., 2000) where its influence extends as far sosattha Caucasus Mountains (Shahgedanova
et al, 2005). Precipitation is above average in cenaatl southern Europe (CPC,
Www.cpc.ncep.noaa.gov/data/teledoc/scand.shtmBusecthe westerly jet is deflected south
by the high-pressure anomaly centred over Scan@indhus the extreme positive phase of
SCA caused anomalous precipitation in western Eueop floods in the northern Alps in the
autumn of 2000 (Lawrimoret al, 2001).

Time series of the SCA index (Figure 2.2) exhilibsg interannual variability, however, in
contrast to the NAO decadal cycles are not weltesged in both the #&entury time series
(Figure 2.2 d) and the reconstructed 1675-1995 ser@es (Luterbachest al; 1999; not

shown).

2.4. Geography, climate, and hydrology of the Arctic Oean basin.
2.4.1. Geography of the Arctic Ocean basin and importance of the Eurasian sector with
emphasis on the European sector
The Arctic Ocean contains 1% of global seawateuw@ but receives 11% of global total
river discharge (Kalinin and Shiklomanov, 1978he Arctic Ocean basin is divided into ten
large watersheds shown in Figure 2.6 together disicharge gauging stations. The Arctic
Ocean basin extends as far south as® 48 (R-ArcticNet, www.r-
arcticnet.sr.unh.edu/v3.0/index.html), thereby Higantly exceeding the Arctic region
(defined as the area north of°@9, e.g. Aleksandroet al, 1986; Johanesseast al, 2004).
However, the SD catchment (as well as the wholb@European sector) does not extent that
far south reaching just further south ofl80According to different estimates, Eurasian and
North American rivers deliver between 3,000%ait (Treshnikov, 1985) and 6,475 Rra*
(Alekseev & Buzuev, 1973) of freshwater into theche Ocean. Shiklomanoet al (2000)
estimated the total annual inflow between 1921 B9@6 at 5,249 krha®. The total annual
input from Eurasian rivers alone is estimated, Weds spread, between 2,890 (lvanov, 1994)
and 2,960 krh a' (Gordeevet al, 1996). The differences between estimates aretdue
differences in geographical definitions of catchiareas (Prowse and Flegg, 2000) and
different averaging periods. Densities of the mamig networks vary across the Arctic

Ocean basin contributing to uncertainties in thevedion of dischargéwhile river discharge
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is not monitored across approximately 30% of theoRean Russian sector, no more than
15% of the area is unmonitored across the Asian(Baiklomanowet al, 2000). The input of
the Eurasian rivers constitutes the bulk of thaltotflow into the Arctic Ocean. The three
largest Siberian rivers alone — the Yenisei, Lemaj Ob — deliver 70% (1,554 Rjrof the
annual discharge of the seven largest Arctic riy21815 knia™) (Table 2.2).

Watersheds: 1 — South and East Hudson Bay; 2 -oNeB— North-west Hudson Bay; 4 — Mackenzie;
5 — Yukon; 6 — Anadyr Kolyma; 7 — Lena; 8 — Yeniei Ob; 10 — Barents, Norwegian Sea

Figure 2.6. The pan-Arctic  watersheds (Source: R-ArcticNetwww.r-
arcticnet.sr.unh.edu/v3.0/index.html). The SD cateht is located in Sector 10.
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Table 2.2. Annual discharge of the seven largest riverhiefArctic Ocean basin (Petersein
al., 2002; Grabet al, 2000). Rivers are ordered by discharge. Da&x tefthe 1936-
1999 (Eurasian rivers) and 1972-1992 (Mackenzigpgs.

Rank River Catchment size Annual mean Annual total
(km?) discharge(m® s™) discharge(km?® a™?)
1 Yenisei 2,440,000 19,660 620
2 Lena 2,430,000 16,806 530
3 Ob 2,950,000 12,810 404
4 Mackenzie 1,660,000 8,974 283
5 Pechora 312,000 4,471 141
6 Kolyma 526,000 4,185 132
7 Severnaya Dvina 348,000 3,330 105
TOTAL 2,215

2.4.2. Climate of the European Russian sector of the Arctic Ocean basin

Lydolph (1977) and Shahgedanova (2002) discussliitmate of Northern Eurasia in detail,
including the climate of north-western Russia (orthern European Russia) that is part of the
Arctic Ocean basin. Serrest al (2003 a) offer a useful summary of hydro-climagy of
the terrestrial Arctic drainage system, although timain focus of this publication is on the
Siberian sector and the Mackenzie catchment. Téasion provides a brief description of
climatic regimes of north-western Russia with engihaon the aspects of climate and
atmospheric circulation that are known to be imgattfactors in the formation of

hydrological regimes.

Throughout the year, processes primarily developirtpe North Atlantic and over its north-
easternmost extension, the Barents Sea, contrabsaitmeric circulation over the region
(Shahgedanova, 2002; section 2.3). In winter, tiea & located between the Polar and the
Arctic fronts (the latter is on average positioreddng the northern coast of Eurasia). In
summer the Polar front migrates into the area peeaening strong depression activity
throughout the year but with a peak between Octabber February (Shahgedanova, 2002).
Depressions developing either over the North Aitaat over the Barents Sea dominate the
region. Rogers (1997) argues that a centre of lkmsgure developing over the Barents Sea in

autumn-winter is of most importance for the develept of cyclones and formation of
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precipitation regimes over north-western Russia,itpacts of which exceeding those of the
NAO on regional climate. Another prominent featofeatmospheric circulation controlling
both precipitation and temperature regimes is thenétion of persistent high-pressure
systems (blocking highs) over Scandinavia and nagbktern Russia (SCA pattern; section
2.3). As already stated in section 2.3.2, Clatrlal (1999) and Qiart al (2000) argue that
this mode of circulation mainly controls winter pigtation and snow depth in northern

Europe.

2.4.2.1. Thermal climate

Sub-zero temperatures prevail over north-westerasiuapproximately between October-
November and March-April (Shahgedanova, 2002). @edsvariations in air temperature at
two stations (Arkhangelsk, located at the SD outded Kirov, located in the south-eastern

part of the catchment) are shown in Figure 2.7.

(a) Arkhangelsk (b) Kirov
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Figure 2.7. Mean monthly temperature and precipitation totaigwo stations located in the
SD catchment (a) Arkhangelsk (68 N, 40 5' E) and (b) Kirov (585’ N, 49° 7' E).

In winter, the temperature gradient is directednfravest to east. Thus, the severity of the
winter thermal climate increasing eastwards alatgghe declining effect of warmer air
masses advected into the region by the AtlantBavents Sea depressions (Figure 2.8).
These characteristics of the regional thermal winlienate have two important implications
with regard to the formation of river dischargeinegs:
(1) Rivers remain frozen between approximately mid-Nober and mid-April
(section 3.2.2; Vuglinsky, 2000);
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(i) Winter precipitation occurs as snow and the amafirsinow accumulated during
the cold season predetermines river dischargednstibsequent seasons (Figure
2.13; section 2.5).

In addition, the comparatively (to Siberia) highnhter temperatures and the fact that the area
was repeatedly glaciated in the Quaternary (Vebichkd Spasskaya, 2002) predetermine the
absence of continuous permafrost in northern EwopRussia with island (or sporadic)
permafrost developing along the Barents Sea coabsinathe north-east of the region (Tumel,
2002). Therefore, unlike in Siberia and the Nortihekican Arctic, permafrost does not affect
river discharge and its observed and projected methe western part of the region (SD
catchment), while it affects discharge only to ayvemited extent in the east (Pechora
catchment). The lack of permafrost in northern [peen Russia suggests that, in contrast to
the watersheds located in northern Siberia, (agipitation can infiltrate deep downwards
into the soils and thus is not available for sugfagnoff; (b) in contrast to Siberia, where
permafrost is dominant, increasing soil temperatutannot generate additional (future)
runoff in case of future warming, as is often sigige for the 2% century in recent literature
(e.g. IPCC, 2001).

Cold-season air temperatures at the high latitwdeNorthern Eurasia have risen between
1961 and 1990 (Rawlins and Willmott, 200Bhompsoret al (2000 b) attribute the warming
observed between 1968-1997 across Northern Eurasiavariability in atmospheric
circulation. During that time, annual mean tempees have risen by £.IC over the
Eurasian landmass (40-7R, 0-140 E). An increase in winter (JFM) temperature8df C is
even stronger, but of this £.6 is related to the positive AO mode (Thompsbal, 2000 b).
Thus, 53% of the observed warming in winter (in #rea including the SD basin) is
attributed to the positive phase of the AO. Thonmpaad Wallace (1998) have established
that a very close correlation exists between theah@ NAO indices and air temperature in
Eurasia with correlation coefficients in exces® @5 for the November-April period of 1900-
1995. These results have been confirmed thwp other studiesKryjov (2002) used air
temperature data from a number of stations locatedg the White Sea coast and showed
that variability in the AO index has a strong impan winter (January-March) temperatures
and a moderate effect on spring (April-June) temmfpees. Popova (2005) obtained similar
results showing that the positive NAO index leadlshigher air temperatures (2 above

average) over the high latitudes of European Russia
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Figure 2.8.Mean January surface air temperatdr€) in Northern Eurasia (Shahgedanova,
2002: 79)

In summer, depression activity over north-westerns$a remains relatively strong in
comparison to other regions of Northern Eurasiacalth its intensity is not as high as in the
autumn-winter months (Shahgedanova, 2002). Thisdgieemines comparatively low
insolation of 13-14 kcal cih (Myachkova, 1983) and comparatively low air tenaperes
declining from south to north (Figure 2.9). Theeradf distant forcing is reduced and
teleconnections, such as AO/NAO patterns definingtev temperature, do not exhibit
significant correlations with the summer temperasur
(www.cpc.ncep.noaa.gov/data/teledoc/telecontenitslshin contrast to winter and spring, no
strong increase in summer temperatures has beenveldsover north-western Russia (Rigor
et al, 2000; Serrezet al,, 2001).

Temperature changes and trends between the 15tari® late 28 century have been well

documented in the literature. Two phases of climatrming have occurred during the™20
century: between approximately 1920 and 1940, amu she 1970s/80s.
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The first warming of the 20 century occurred during the 1920s and 1940s asdbkan
termed the ‘early 2D century warming’ (Bengtssoet al, 2004). Major studies documenting
this phenomenon include Polyakeval (2002 a), Polyakoet al. (2002 b), Bengtssoet al
(2004), and Johanessen al. (2004). This was an important regional phenomeasrthe
strong climatic warming was observed in the Areticl the northern part of the Arctic Ocean
basin (e.g. Bengtssaet al., 2004; Johanessen al, 2004). During this period, the highest air
temperatures in the Arctic and sub-Arctic regiotefined as 60-S0ON; Aleksandrovet al,
1986; Johanesseat al, 2004) occurred with a maximum over northern Beem Russia. The
warming was particularly strong over the area shieg from the White Sea and Barents Sea
to the Kara Sea and the adjoining coastal Arcticl larea (Bengtssoet al, 2004). In 1935-
1944, regional mean annual air temperatures wé&feClabove the long-term mean, winter
air temperature were 2.Z above the long-term mean, and summer tempesaivegee about
0.9 C above the 1892-1998 long-term mean (Bengtssaih, 2004). Bengtssoet al. (2004)
attribute this phenomenon to changes in regiomabgpheric circulation (increasing oceanic
and atmospheric heat transport into the Barents #aah led to a reduced sea ice coverage

and increasing surface temperatures).

Figure 2.9. Mean July surface air temperatufeQ) in Northern Eurasia (Shahgedanova,
2002: 83)
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The second strong warming in the Arctic and subtiédand areas occurred since the early
1970s/80s (depending on study region), when anmegn surface air temperatures (SAT)
started to increase strongl¥he increases have been calculated from statioa (&ag.
Chapman and Walsh, 1993; Alekseetval, 1999; Jonest al, 1999; Przybylak, 2000;
Polyakovet al, 2002 a, b) and satellite observations (e.g. Regal, 2000). Strong warming
occurred in the high latitudes of the Northern Hggheere between 1970 and the present (e.g.
Serreze and Francis, 2006) and particularly betvi®8% and 2001 in the region north of 62
N, where annual mean temperature increased By@per decade (Polyakat al, 2002 b).
Focusing on seasonal scales, Johanests#in(2004) analyzed a station data set (Alekssev
al., 1999) and concluded that the strongest increasmsred during winter in the high Arctic
between 1980 and 1999. For a more detailed sumoramecent trends in the Arctic, the
reader is referred to the reviews by Johanessah (2004) and Serreze and Francis (2006).

Serreze and Francis (2006) have analyzed mean lalemygerature trends based on a data set
by Jones and Moberg (2005) in order to documenhmaeaual SAT anomalies differentiated
by latitudinal bands between the 1930s and 2008. Highest mean annual air temperatures
on record were found in the band from 76-F6 during the late 1930s, being higher than
during the late 1990s. In contrast, the latitudipahds of 65-70N and 60-65 N are also
characterised by positive thermal anomalies in1®80s, however the 1990s feature higher
annual temperatures (Serreze and Francis, 20063 €@asonal basis, the 65> ’Kb6zone was
warmest in winter (DJF) and autumn (SON) during ke 1930s, while the springtime
(MAM) and summer (JJA) mean annual temperature® \Wwagher during the 1990s (Serreze
and Francis, 2006). Some authors attribute the rebderecent warming to changes in
atmospheric circulation (e.g. Thompsehal, 2000 a, b) while others argue that this may

constitute an emerging signal of changing climatg.(Serreze and Francis, 2006).

Most authors agree that the nature of the two wpemods is not the same. The major
difference between the early ®@entury warming and the warming during the latd' 20
century concerns its spatial extent across thehdont Hemisphere. While the exceptional
warmth of the 1920-40s has been confined only gh hatitudes, the recent warming has
affected most of the Northern Hemisphere (e.g.yAdeal, 2003; Johanessat al, 2004).

Serrezeet al (2000), Johanessa&t al (2004), or Serreze and Francis (2006) providehéur

analyses of temperature changes in the high lastud the Northern Hemisphere in thé"19

and 26" centuries.
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2.4.2.2. Precipitation and snow cover

North-western Russia receives abundant precipitabdginating from both frontal and
convective activity and ranging between 600 and 608 a' (Figure 2.10). Precipitation
maximum occurs between June and October peakiagrlg autumn (Figure 2.7). In contrast
to Siberia, which receives little precipitation winter, precipitation in the European north
remains relatively high throughout the winter man{Rigure 2.7 and Table 2.3). Between
October-November and March-April precipitation oscwas snow. The duration of snow
cover ranges from 160 days in the south to 200 aailse north of the SD catchment (Figure
2.11). These values are in limeth the values calculated for the meteorologidatisns of
Arkhangelsk and Kotlas (Figure 1.1) where the ayermuration of snow cover was 196 and
194 days per year respectively. Snow depth peak8larch decreasing rapidly in April
(Figure 2.12), resulting in maximum discharge amahg floods (section 2.4.3).

Table 2.3.Seasonal total rainfall (mm) at various locatiansoss the SD catchment. Stations
are ordered from north-west to south-east. Sourd@OSHYDROMET
(http://meteo.ru/data_temperat_precipitation/) and DSS UCAR
(http://dss.ucar.edu/data sets/ds570.0/).

Station Location Winter Spring Summer | Autumn
(DJF) (MAM) (JJA) (SON)

Arkhangelsk | 6326’ N, 405 E 99 97 228 171
Kotlas 6£2'N,46°6’E 82 98 191 142
Kirov 58°5'N, 49 7’E 105 117 220 166

As it has already been mentioned, precipitation simow depth are strongly controlled by
variability in atmospheric circulation. Particukaimportant controls are variability in SLP in
the Barents Sea (Rogers, 1997) and the occurrdrmeaking highs over Scandinavia, which
form a barrier to the moisture-bearing westerlyflaw (Clark et al, 1999; Qiaret al, 2000).
Frequent and prolonged blocking events result iw lprecipitation and low snow
accumulation. For example, the snow pack in Eunogeassia has been low between 1983-
1985 due to the frequent blocking over Scandingsfehgedanovat al, 2005). It should be
noted that the strong negative anomalies in pretipn have been observed in the Arctic and
sub-Arctic regions in the 1930s at the time ofstreng regional warming (Paegh al, 2001;
Polyakovet al, 2002 a; Bengtssoat al, 2004). These anomalies are confirmed by both
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station precipitation data and gridded data se&xl us this study (section 5.1.1). In the
context of this thesis, this time period is impatthecause many discharge records, such as
those of Siberian rivers used by Petersbal (2002) in their analysis of trends in freshwater
discharge in the Arctic Ocean, started in the 1986stion 2.5). However, the period centred
on the 1930s contained the warmest (Polyaioal, 2002 a) and, with regard to annual total
precipitation, driest years (e.g. Paethal, 2001) on record in the high latitudes of the
Northern Hemisphere. Although no data are availalleevaporation, it may be suggested
that evaporation from the Eurasian watersheds Vgasaa its highest because of the unusually
high summer temperatures (Bengtssbral, 2004). A combination of these factors should
have affected discharge of the rivers of the Ar€aean basin reducing discharge below the

long-term means.

Figure 2.10. Mean annual precipitation totals (mm) in Northdtarasia (Shahgedanova,
2002: 84).

Three main publications assess annual precipitatemmds over the large Northern Eurasian
watersheds for the periods after 1881 (Groisman Radkova, 2001) and after 1936
(Berezovskayaet al, 2004; Rawlinset al, 2006). These studies use different data sets and
there is no agreement between the authors as whvafithe employed data set is the most

reliable (for further discussion see section 3.3.2)
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Groisman and Rankova (2001) examined changes imahrprecipitation in the Russian
permafrost-free zone between 1881 and 1998 usiragduive collated by Gruzzt al (1999)
and Groismanet al (1991) and concluded that annual precipitatios Iecreased by
approximately 5% over the whole period and acrbsswhole region. This study does not
provide any analysis of spatial variations (e.gntls are not analyzed specifically for north-
western Russia or any other region) treating thet k@gion as a whole. Studying a 63-year
(1936-98) regional record of annual precipitati@grezovskayaet al (2004) have found
declining precipitation over the Yenisei basin §-rim) and a weaker increase (+ 4 mm) over
the Lena basin over the duration of record. No i@ant precipitation change has been
detected in the Ob basin. This study was based ema ét al (2000) precipitation data set
which is a fine-resolution gridded data set extegdmnost back in time but employing a
varying number of meteorological stations with irogtions for trend analysis (section 3.3.2).
Recently, Rawlinset al (2006) assessed annual precipitation trends twersix large
Northern Eurasian watersheds between 1936 and 2@@8rding to their results, total annual
rainfall has decreased over time. With regard ® 3D catchment, little change has been
uncovered in winter precipitation and a small ias® has been registered in summer
(Rawlinset al., 2006).

Figure 2.11. Snow cover (in days) in Northern Eurasia (modifieom Rikhter, 1960, in
Shahgedanova, 2002: 90).
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Importantly, the authors urge caution regardingeasy years of the records when the uneven
spatial distribution of meteorological stationsulésd in overrepresentation of rainfall in

annual precipitation. This problem affects all da&s used in the study by Rawliesal
(2006).

Fallotet al (1997), Yeetal. (1998), Brown (2000), Ye and Ellison (2003) aralvinset al
(2006) have documented changes in the extent amatialu of snow cover in the Arctic
Ocean basin for various regions and time periodse ®©btained results differ between
different sectors and time periods.
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Figure 2.12. Mean monthly snow depth at Arkhangelsk (basediata by Breilinget al,
2006).

Ye et al (1998) have found that between 1936 and 1983 siepth has increased by 4.7%
per decade in the 60-78 latitudinal zone of Russia and decreased by (b8f@ecade in the
50-60 N latitudinal zone. These results agree with Fadloal (1997) who concluded that
snow depth during winter has increased over Eurprsssia, north of 83\, between 1945-
1950 and the early 1980s. Overall, the snow wateivalent over the 50-?0N zone has
increased over the past decadesétral, 1998).

Brown (2000), Ye and Ellison (2003), and Rawletsal (2006) have evaluated changes in
the spatial extent of snow cover. Brown (2000) feamd that in the region of 40-80 and

20-9C¢ E, no long-term change in the extent of snow coeeurred between 1922 and 1997
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at the beginning of the snow cover season (Octobar)contrast, in March and April
significant decline in the spatial extent of snawe has occurred. The earlier melt of snow
has been attributed by Brown (2000) to a pronouneaaning trend of 25C per 100 years
observed in the region in March-April (Brown, 199Byown (2000) has estimated that the
April extent of snow cover was declining by 740,006 per PC warming. This trend has
been partly attributed to the positive snow-albéstmiback whereby an earlier disappearance
of snow pack results in faster and stronger warnoihthe Eurasian landmass (Groisnmetn
al., 1994 a). Changes in duration of snow cover iihgon European Russia (43°78) have
been evaluated by Ye and Ellison (2003) who fourad the length of snow cover season has
increased in this latitudinal zone between 1937 29@4. The observed increase has been
attributed to an earlier onset of snow cover (tvaydper decade) over northern European
Russia in the early 1990s in comparison to 193@. dithors have found that snow melt was
occurring earlier in the recent decades in linéhiite observed climatic warming and with
the results by Brown (2000). Changes in snow depih duration of snow cover in the SD
catchment are analyzed in section 5.2.3. The umedveends do not entirely agree with those

discussed in literature.

2.4.2.3. P-E (effective precipitation) and droughts

Of most importance for regional water balance amérrdischarge regimes is effective
precipitation (P-E or P-ET; Serree¢al., 2003 a). Information on effective precipitatien
limited in comparison with that on precipitatiomportantly, long-term data on evaporation
in the region is to the author's knowledge not Elde. Nevertheless, references to station
data are available from traditional literature (eBgrisov, 1965; Myachkova, 1983), while
Serrezeet al (2003 a) discuss spatial and temporal distrilmgtiof effective precipitation
derived from the gridded NCEP/NCAR data on verlcahtegrated monthly zonal and
meridional vapour fluxes and precipitable watereTmain implication of relatively low
temperatures and high precipitation observed inthaeestern Russia is that although in this
area (a large part of which is characterised atan@$ and most as taiga forest) evaporation is
not limited by moisture availability and occurs regar potential rate, P-E remains mostly
positive throughout the year. According to theistatata, actual evaporation in the region
ranges from 150-300 mni‘gBorisov, 1965; Myachkova, 1983). This is lowearhannual
precipitation (Figure 2.5) and close to summer ipigtion totals (Table 2.3). Serree¢ al
(2003 a) have estimated monthly totals of both exajpon and effective precipitation for the
1960-1999 periodin July, which is the warmest month in the SD cateht, evaporation is
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highest and ranges between 70 and 90 mm that $& ¢tothe monthly precipitation totals
(Figure 2.7) and P-E remains positive (at approi@hyal0 mm) in the northern pat of the
catchment and slightly negative (at approximatélymm) in the southern part.

Soil moisture deficits (droughts) are infrequenhorth-western Russia and occur on no more
than 5% of all summer seasons (Shahgedanova, 2682ugh notable exceptions occur such
as the prolonged summer drought of 1972 (Buchindky,6). Soil moisture trends, which
depend on precipitation and evaporation and affetér availability for discharge, have been
investigated by Vinnikov and Yeserkepova (1991ngs short-term data set for 1972-1995.
During this time period, in the 55-6M latitudinal zone, a small increase in soil maist
occurred in the upper 1 m levels of soil moistuagel during all months in line with an

increase in precipitation.

2.4.3. Peculiarities of river regimesin the Arctic Ocean basin

In this section, the main features of hydrologiedimes of the rivers of the Arctic Ocean
basin are highlighted together with the unique dextshaping these regimes. The links
between atmospheric circulation, climatic forcings)d hydrological responses will be
discussed irsection 2.5Lewis et al (2000) provide a detailed discussion of the paatiks

of the Arctic Ocean basin hydrology. KoronkevictD@2) provides a brief discussion of

hydrological regimes in the Eurasian sector ofAhaic Ocean basin.

The main natural factors shaping river regime efAlnctic Ocean basin include:
* Low annual mean air temperature and sub-zero mipéeatures lasting for more than
half year;
* Snow pack persisting for more than half year amyiging water storage;
» Ice cover persisting for about half year or more;
* Mostly positive effective precipitation and low (pero) soil moisture deficit;
* Permafrost (an insignificant factor within the S&ichment);
» Large meridional (north-south) extent of the rivengh different climatic conditions

affecting the upper and lower river basin area.
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As a result of the features of the Arctic Ocearirbasmmarised above, river discharge across
the Arctic Ocean basin (including the SD catchmé&t)nevenly distributed throughout the
year. During the winter season (when rivers arednd, discharge is low across the Eurasia
being especially low in eastern Siberia relativehatively high in Scandinavi@rigure 2.13).

In contrast to low winter discharge, the springptlas well expressed across the Arctic Ocean
basin and accounts for 50-70% of annual dischafgeofkevich, 2002). The timing of both
high-flow season during spring and periods wheergvare frozen varies from west to east
with increasing degree of continentality. The nestiuth variations are less well expressed
because of the large north-south extent of thegiaad the influence of the upstream regions

on the downstream regions.

The main regularities of ice cover extent and thmenig of the spring high-flow season are as
follows:
(1) Ice breaks up and snowmelt begins in April and high-flow season occurs in
April-May in the westernmost regions of Eurasig(&candinavia);
(i) Ice breaks up and snowmelt begins in April and high-flow season occurs
between April and June in European Russia (e.gai@DPechora basins);
(i)  Siberia (especially its eastern part) is charasteribya longer period of snow
accumulation and ice break up and snowmelt areyeélantil June.
Hydrological seasons in the Arctic Ocean basin raoé spatially homogeneous and are
different from standard seasons. Therefore, migdrtant to define ‘internally homogeneous’
seasons for each studied river basin (e.g. Ahr2d80). Hydrological seasons for SD are

defined in section 4.2.
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Figure 2.13. Hydrographs showing average monthly dischargé € at four selected
gauging stations across the Eurasian sector oAtbic from west (Scandinavia) to
east (north-eastern Siberia). Hydrographs are base@dta from R-ArcticNet (www.r-
arcticnet.sr.unh.edu/v3.0/index.html).

Permafrost is another factor affecting dischargerré€xeet al, 2003 a; McClellancet al,
2004). Its main effect is to act as a water-impette barrier, which channels rainfall and
snowmelt rapidly into streams and rivers. Unlikensiderable parts of the Siberian
watersheds, the SD catchment is not affected hyafeost (Tumel, 2002).

2.5. Trends in and atmospheric controls over rivedischarge in different
sector of the Arctic Ocean basin.

In recent years, terrestrial hydrology of the Ardlicean basin, and particularly trends in river
discharge and climatic controls over these trehdse received much attention. The need for
understanding the observed and projected changesgjional water balance has arisen from
the pronounced changes occurring recently in tharalaenvironment of the Arctic Ocean
basin. This includes rising cold-season air tempeea (Rawlins and Willmott, 2003),
changes in snow cover (Groismanal, 1994 a; Falloet al, 1997; Yeetal., 1998; Brown,

2000; Ye and Ellison; 2003; Rawlinst al, 2006), warming of soils and permafrost
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(Osterkamp and Romanovsky, 1998hd from the importance of the potential impacts of
hydrological changes on oceanic circulation (e.gpeBkeret al, 1999; Clarket al, 2002;
Rahmstorf, 2000, 2006) his section reviews the main publications investigg trends in
discharge of the rivers of the Eurasian sectohefArctic Ocean basin and the main controls

over the detected changes.

The debate on trends in river discharge into thetidrOcean and links between climatic
oscillations and the discharge trends has beerateut a study by Petersat al (2002)
investigating changes in annual total inflow of #ie largest Eurasian rivers into the Arctic
Ocean between 1936 and 1999 and reporting a 7% Kafg increase in the freshwater
inflow. A strong correlation between the observese rin air temperature and increasing
discharge has also been reported. Controversityearlier study of trends in annual river
discharge during the 1921-1996 period for the Ar€cean basin as a whole (Shiklomaebv
al., 2000) has not uncovered any continuous chamgedd of linear changes, pronounced
interdecadal fluctuations have been detected awrshio Figure 2.14. Note that although
Shiklomanovet al (2000) extend their records t01921 (Figure 2.1Mgy warn that the
hydrological network in the early years in the stwdea was very sparse and suggest that
reliability of Database is highest between 1960 B9@0. The authors point out that a peak in
discharge has been reached in the 1970s and \aflukscharge observed at the end of the
20" century are not unprecedented in the context@fathole record. The authors, however,
emphasize that a strong warming has occurred in4thé4 latitudinal zone, where the
highest air temperatures on record (since 1866¢ wbserved leading to a 10-12 % increase
in river discharge since the 1980s in most of theogean territory of RussiaDifferences
between the two studies may be due to the factli®a®, the starting year of the record used
by Petersoret al (2002), was marked by exceptionally low precijota (e.g. Paettet al,

2001) and extremely low annual river flow (Figuré)4
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Figure 2.14.Annual river discharge (kfra ™) into the Arctic Ocean between 1921 and 1996
(Shiklomanowet al, 2000: 287). A line in bold shows the 5-year nmgvaverage. The
‘Arctic basin’ includes the Hudson Bay basin whhe ‘Arctic Ocean basin’ discharge
is calculated without inflow into the Hudson Bay.

In addition to these two studies encompassing thetiAA Ocean basin, a number of
publications investigating trends in regional rivdischarge and climatic and atmospheric
forcings of these changes have been presentedStalgomanowet al, 2000; Lammerst al,
2001; Semiletowet al, 2000; Yanget al, 2002; 2004 a, b; Yet al, 2003; Berezovskayet
al., 2004; Kosteet al, 2005; Déryet al, 2005; Déry and Wood, 2005). The main difficulty
faced by the researchers is a relatively shorttlenn§ discharge records available from the
Arctic Ocean basin. The Eurasian sector comparsgiyely to the North American sector,
however, even in the Eurasian sector the contingliesharge records date back mostly to
than the mid-1930s (Prowse and Flegg, 2000). TheliSEharge record, dating back to 1882,
stands out from the discharge database availablethi® Arctic Ocean basin. Another
important historical discharge record is that foe SU (1882-1998 for summer, 1915-1998

for other months).

55



Semiletovet al (2000) have investigated changes in annual iNsrharge of ten Siberian
rivers (Figure 2.15). The longest discharge recstdged in 1936, however, observations on
some rivers started about a decade later. Seveeat racross the territory (the Yenisei, the
Anabar, the Olenek, the Yana, and the Kolyma) ekipibsitive linear trends in discharge
while the discharge of River Amguema (Chukchi Psuia, Russian Far East) is declining.
The authors point out that the observed increasealischarge is related to rising air
temperatures. By contrast, a declining river flawthe Chukchi Peninsula is linked to
climatic cooling observed in the region during iimeestigated period. The largest changes are
observed in discharge of smaller rivers exhibitengstronger and faster response to the

warming of climate and changing water balance.

Analysis of discharge trends across Siberia has hether elaborated by Serreaieal. (2003

a) and Berezovskayat al. (2004), who investigated trends in and associatibatween
annual precipitation and discharge over the lar@é#serian watersheds (Yenisei, Lena, and
Ob). Serrezeat al. (2003 a) investigated trends in the componentswafer balance
(precipitation, evaporation, and discharge) actbesSiberian watersheds between 1960 and
1999. Berezovskayat al. (2004) compared changes in discharge during tme periods of
1950-98 and 1936-98 linking these to changes inomad climate. In their analysis,
Berezovskayaet al. (2004) employed three precipitation data setsypled by Newet al
(2000; CRU data set), Kistlat al (2001; NCEP data set) and by Willmott and Matauur
(2001; University of Delaware, USA, data set). Ampbrtant conclusion from the study by
Berezovskayat al. (2004), highlighting the importance of data qualit the investigation of
long-term trends, is a lack of agreement betweenptfecipitation data sets, and resulting
inconsistency in the estimated trends. Another i@ finding is the difference between the

results obtained for the two study periods usethbyauthors (Table 2.4).

In contrast to most other studies (reporting charigeknt or nt s%), Berezovskayat al.
(2004) report discharge and precipitation trends in mm aid comparison between
precipitation and discharge. According to theirireates, Yenisei’'s annual discharge has
increased by 21 mm between 1950 and 1998 (staligtsignificant at 0.10), whereas basin
precipitation has declined ranging between 10 mmilifWtt and Matsuura, 2001 data set) to

65 mm (Kistleret al, 2001 data set) over the time period.
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Figure 2.15.Trends in annual river discharge anomalies atSiberian rivers (Semiletogt
al., 2000: 335).

Over the 1936-1998 time period, the Yenisei's ahmischarge increased by 9 mm (not
significant at 0.10), while precipitation has deelil by 16 mm (Newvet al, 2000 data set;
significant at 0.10). River Lena’s discharge hageased more substantially than that of the
Yenisei (20 mm; significant at 0.10), while pretgtion shows an upward trend of merely 4
mm (not significant at 0.10) over the 1936-198@e period (Berezovskayet al, 2004).
These estimations disagree with the results forl®®0-1998 periodhowing that annual
precipitation over the Lena’s watershed has dedlibg 10-84 mm (depending on the

precipitation data set) and also with the resuwt¥anget al. (2004 b), who reported a slight
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decline in annual precipitation of 5 mm over thend&efor the 1936-1998 time period.
Berezovskayaet al (2004) suggested that the identified inconsiseanbetween trends in
precipitation and discharge in the Ob, Yenisei, damha Rivers raise the question of
uncertainties in the quality of the employed dats.sAccording to Serrezet al (2003 a),
and based on earlier estimates by Korzeuml (1974), a much larger increase in annual
precipitation of 43—49 mm over the 49-year peri€@50-98) would be required to support
the observed positive changes in discharge andsaiyeo precipitation trend of 30 mm is
necessary to explain the observed discharge ireréasl4 mm) over the 64-year period
(1936-99) (Holmeet al, 2003).

Table 2.4. Changes in annual precipitation (P; mm per 49-yeal 63-year period) and
discharge (D; mm per 49-year and 63-year periodpsac the three Siberian
watersheds between 1950-98 versus 1936-98 (aftezBeskayaetal., 2004).

Period Ob Yenisei Lena
P D P D P D
1950-1998 0 0 -10 to -65 +21 -10to -B4 +15
1936-1998 0 0 -16 +9 +4 +20

Apart from the already highlighted issue of datalgy (discussed further in section 3.2) and
sampling time periods, results obtained in theadis$ highlight the potential importance of
other factors such as change in evaporation anchgiesst melt. These issues have been
addressed by Serrest al (2003 a), whose study confirmed positive tremdsvinter and
spring discharge, significant at 0.05, for the $eniand Lena basins for the 1960-1999 time
period. Changes in precipitation, neverthelessghast been found sufficient to be a sole
factor explaining the observed increase in disahanmyd links with thawing permafrost have
been suggested. Similarly to Berezovskayaal. (2004), Serrezet al (2003 a) have not
detected changes in discharge from the Ob basis. &tk of response from the Ob system
has been attributed to a strong contribution ofpevation into the water balance of the area.
In comparison to other Eurasian basins, a veryelargportion of the Ob basin is covered by
wetlands. Thus, evaporation, not being limited oy moisture, occurs at or near its potential

rate accounting for over 70% of precipitation (8eeet al, 2003 b). The observed climatic
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warming in the Ob basin, therefore, results inramdase in evaporation, which, in turn, limits

the impact on discharge.

A number of detailed investigations of changemwater balance of the individual Siberian
basins have been undertak¥anget al (2002) have analyzed trends in monthly dischafge
River Lena between 1935-1999 linking these to theeoved changes in air temperature,
precipitation, river ice and permatfrost regimesis¥tudy has identified a significant increase
in discharge during the cold season (October-Aprith changes ranging between 25 to 90%
in different monthsThe observed pronounced warming during the spreaga@n, leading to
an earlier snowmelt and ice break up (May) resuitetbwer maximum discharge in June.
Although this analysis has not accounted for floadification by dams and reservoirs, which
can distort the signal of natural change contaimethese datgMcClelland et al, 2004).
These findings are in line with seasonal dischémgieds uncovered by Serrezigal. (2003 a).
Little change has been found in summer dischargie assmall increase in July-August and a
decrease in September. The authors have concli@tdhanges in discharge volume and
shifts in hydrological regime are strongly linkeal the observed changes in regional air
temperature and precipitation.

Ye et al (2003) have produced a more detailed study ofdigdical changes in the Lena
basin distinguishing between the sub-basins, whake and have not been affected by dam
and reservoir construction. Results for the subAsashat have not affected by human
activities to a significant extent have confirmediacrease in winter and spring discharge and
earlier summer melt. However, a greater increasimmer discharge than suggested by the
previous study has been found. This has been detat@ stronger thawing of permafrost,
which dominates the Lena watershed and an inciiease active layer. Different results (a
strong reduction in summer flow and increase int&riflow of nearly 90% between 1936 and
1999) have been uncovered in the regions affecyetthdd dam construction. An adjustment
for the anthropogenic impact (the authors terfmaturalisation’ of time series) has resulted
in much smaller trends and different seasonalidigion of changes. Flow regulation has
resulted in a strong increase in the cold seasavdiber-April) flow and strong decline
during the warm season. The adjusted time seri@s shweak increase in discharge between
January and March and between August and Octolstraadecline in discharge between
April and July.
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Yanget al. (2004 a) have investigated trends in monthly amaual discharge of the rivers of
the Ob basin in the 1936-1990 period aiming atrd@teng spatial variations between the
sub-basins. An increase was detected during thé sedson discharge across the basin.
Similarly to Serrezeet al (2003 a), the authors have noted a decline imsemdischarge in
the upper Ob regions and an increase in dischartieeilower reaches of the river. The study
highlights that different sub-basins may experierdiferent and sometimes opposite
hydrological trendsin contrast to the conclusions by Serrezal. (2003 a), the observed
changes have been attributed to the impacts ofuase on the hydrological regime of the
region rather than changes in regional climate atfér components of water balance, as
proposed by Serrezt al (2003 a).

Hydrological changes observed between 1935 and 19%®e Yenisei basin have been
investigated by Yangt al (2004 b). Pronounced changes in monthly dischheye been
detected. Due to the construction of four large slaand reservoirs on the Yenisei, the
seasonal discharge patterns have changed in tleeslvat: Summer discharge has increased,
while winter discharge has decreased over timeiffierdnt parts of the basin. To remove
artificially inserted linear trends, Yareg al (2004 b) have adopted a similar approach as Ye
et al (2003) by generating naturalised time seriesetAthis process, the naturalised time
series show only weak changes. In particular, trenges during November and December
are close to zero. Therefore, the authors relatecttanges found in the observed data to
reservoir regulation rather than climate changeygesting that the measured discharge

records from the basin outlet do not completeliestfnatural changes and variations.

These papers, discussing changes in dischargeecd®itterian rivers, highlight yet another
problem of detecting climatic signals in changingdiological regimes: Regional human
activities are often more important in altering ioe@l hydrological regimes than the
influence of changing climate. Lammegs al (2001) recommended that out of 813 Arctic
Ocean basin discharge gauging sites, data fromit8® should not be used due to strong
human modification of river flow. In particular, ishapplies to the Siberian rivers, which
accommodate a number of large dams. McClelleindl. (2004) have attempted to quantify
the effects of mechanical modifications on rivesatiiarge in the Ob, Yenisei, Lena, and
Kolyma basins. They show that dam constructiongrasouncedly changed the seasonality
of Siberian river discharge between 1936 and 199@. strongest modification occurred in

the Yenisei basin, while the effects on Ob and LBigers were less pronouncedn all
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regions, however, human modifications did not fudiplain discharge trends and only the

combination of natural and anthropogenic factomjoled a full explanation.

Atmospheric circulation is recognised as an imparthiver of climatic (e.g. Alekseest al,
1991; Przybylak, 2002) and hydrological changeg. (Eukutomiet al, 2003; Semileto\et

al., 2000; Walsh, 2000; Proshutinsleg al, 1999) in Northern Eurasia. All the studies
discussed in this section highlight the strongti@hships between regional warming, changes
in precipitation, and snow cover extent and duratioSiberia.

Serrezeet al (2003 a), Petersoet al (2002), Fukutomet al (2003), and Yeet al (2004)
adopt a more complex approach connecting regioy@iofogical and climatic changes with
the variability in atmospheric circulation. Theiorlusions are conflicting. Peterseh al
(2002) concluded that NAO is an important prediatdrhydrological behavior in Eurasia
without quantifying the importance of this fact@emiletovet al (2000) analyzed the
impacts of regional circulation anomalies, AO, &AO on discharge of four Siberian rivers
(the Ob, Yenisei, Lena, and Kolyma) concluding tatter and spring AO is an important
control of the spring and summer discharge. Thatipe winter and spring AO mode results
in an enhanced spring discharge; by contrast, tstipe AO mode in spring leads to a
reduction in summer discharge. Serretal (2003 a) described the impacts of the AO and
various Euro—Atlantic and Pacific teleconnectioastgrns on discharge variations in Siberia
as weak. Although statistically significant cortedas were obtained for some months, little
month-to-month persistence has been found. By asitiYeet al (2004) described AO as
one of the important controls over the dischargthefSiberian rivers in autumn. Fukutoeti

al. (2003) studied changes in the components of timenger (June-August) hydrological
budget across the three main Siberian watershddeée 1979 and 1995 ardncluded that
both regional and Northern Hemisphere (NH) cirdatainomalies, some of which originate
over the North Atlantic, exert an impact on botinface climate and hydrological regimes of
the Siberian watersheds. However, this study asasehe works by Rogeet al (2001) and
Serrezeet al (2003 a) showed that indices of the establiské&ztdnnection patterns exhibit

no significant correlation with the summer watelabae across Siberia.
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2.6. Research questions to be addressed.

Many studies have now been published concerninggdsin river discharge into the Arctic
Ocean and connections between climatic variakdlitg discharge. However, as the literature
review shows, many of these studies are not camistith each other. Conflicting findings
have been reported on trends in discharge anddiiothtic and non-climatic factors affecting
discharge. Most of the literature focuses on theei$an sector of the Arctic Ocean basin and
studies of the North American sector are availdbte (e.g. Zhanget al, 2001; Déry and
Wood, 2004; Deéryet al, 2005). The focus on the Siberian sector canxpiaimed by the
large contribution of the Siberian rivers delivgriineshwater discharge into the Arctic Ocean.

Two major problems exist with regard to analysiSiferian and North American discharge:
(1) A short length of discharge and climatic recordsnggback to the mid-1930s;
(i) Regulation of river discharge by dams and resesvoir
The former issue can potentially compromise thelbdity of the detected linear trends,
which strongly depend on the selected samplingoderThus, selecting starting points for
linear trends investigation in river dischargehe 1930s, which was one of the warmest and
the driest decade on record, may produce spuriesiglts whereby the ‘noise of natural
climatic variability’ (such as the pronounced wamgiduring the 1920/30s) may conceal
impacts of a true climatic change signal on rivesclklarge.The latter issue introduces
additional uncertainty into analyses of interactidretween climatic fluctuations and river

discharge.

Changes in river discharge from the European Rus®ator of the Arctic Ocean basin have
received little attention. The studies by Shiklomaet al. (2000) and Petersaet al (2002)
consider European rivers but contain little specififormation regarding trends in the
individual discharge trends of these rivers. Almasthing has been published on links
between climatic and discharge fluctuations inrégion. Meanwhile, two rivers draining the
region — the Pechora and SD — rank &ssd 7" largest contributors of freshwater influx into
the Arctic Ocean basin (Table 2.2). Regular andteniupted measurements of discharge
were established on the SD in 1882 and are onguoiakjng this discharge time series the
longest in the Arctic Ocean basin along with tlat3$U (1882-1998 for June to September,
1915-98 for the remaining months), as already meetl. The length of these records allows

one to place shorter-term trends as discussetenatiure into the longer historical context. In
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contrast to Siberia, no dams and reservoirs haea benstructed on SD making it easier to
detect climatic signals in hydrological time seri@®ere is no permafrost in the area and

water released by melting permafrost does not &ffater balance in the catchment.

The lack of knowledge about hydrological trendshie European Russian sector of the Arctic
Ocean and the importance of its contribution tottital freshwater discharge demonstrates
the need for research in this area. Also, lack ifvdedge on those factors that influence
discharge on both a regional/local and larger scaldes a more detailed investigation.
Large-scale forcing includes Euro-Atlantic teleceation patterns dominating vast land and
ocean areas with impacts on the SD catchment, mabitactors include temperature,
precipitation, and SLP characteristics averagedsacthe SD basin, and local factors refer to
climatic conditions at individual points within tHeasin (Arkhangelsk, Kotlas, and Koynas

mainly).

Interactions between ocean-atmosphere and atmashldrosphere, finally translating into
river discharge, can be thought of as a causalnchEhis study considers atmosphere-
hydrosphere links (shown on right side). Figure62shows a scheme linking large-scale
atmospheric circulation (teleconnections) to reglarirculation (SLP affecting temperature

and precipitation patterns), of which finally disebe is the result of these main processes.

The literature review has helped in planning thissts and in the formulation of the research
questions to be addressed. These are as follows:

1. What are the trends in annual, seasonal, and nyodigtharge of the SD and SU for
the duration of the record?

2. What are the trends in annual, seasonal, and mypodtktharge of the SD and SU
during the last two decades in which, as statednbyy authors, a signal of climate
change is emerging from the noise of climatic \lhig (IPCC, 2001)?

3. To what extent do changes in regional climate ati@d control trends in discharge of
SD?

4. To what extent do distant atmospheric forcings @m&uro-Atlantic teleconnection
patterns) explain trends and variability in disgjeaof SD?

5. Can a combination of regional climatic charactesstind teleconnection indices be
used to explain a significant proportion of variane SD discharge with the view of

developing a simple method of possibly predictimiyife discharge?
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Figure 2.16. Schematic sketch of the interactions between glde) atmosphere and ocean;
(right side) teleconnection patterns, regional dation over the SD catchment, and
SD discharge.

These research questions will be addressed ustigtisial analysis. The long-term discharge
records for SD and SU will be used together wiimatic station data and gridded climatic

data sets. These are discussed in Chapter 3.
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Chapter 3. Data and Methods.

3.1. Introduction.

This chapter discusses the hydrological and clindatia sets used in this study as well as
statistical techniques. Monthly discharge datatfay rivers, the Severnaya Dvina (SD) and
the Sukhona (SU), have been used and methods,tasmmmpile the hydrological data set,
and data quality are discussed. Meteorological ihatade

(1) Standard meteorological and snow depth station data

(i) Gridded meteorological data sets;

(i)  Two sets of teleconnection indices.
Section 3.2 is devoted to hydrological data setstien 3.3 focuses on climatic data sets;

section 3.4 discusses statistical techniques eragloythis study.

3.2. Hydrological data sets.
3.2.1. Sourcesof hydrological data
Two monthly discharge data sets have been usdtidaivers of

(i) SD measured at the outlet Ust Pinega sité {84N; 41° 92’ E) since 1882;

(i)  SU measured at the Kalykino site (@Y’ N; 45’ 87’ E) between 1882 and 1998.
As stated before, the rivers Severnaya Dvina amdatithwestern tributary, Sukhona, have
mainly been selected with regard to (i) the lengththe monthly discharge time series
available for both rivers and (b) the under-repnéstgon of northern European Russia in the
literature so far (Chapter 2). Discharge on SD &la® been measured at two other sites
(Abramkovo and Zvoz) but both stations are locaipdtream (thus not integrating basin-
wide changes) and have been read only until 198BerCrivers drain northern European
Russia as well, and data from two other gaugintjosts are available, too: for (i) the SD’s
southeastern tributary, Yug (measured at the statidsavrino between 1936 and 1988), and
(b) Pechora (measured at Ust Tsilma from 1932 @81.9n summary, the main advantage of
the two gauges analyzed in this study (Ust Pineglkalykino) is their downstream location
(Figure 1.1) integrating hydrological changes agrtse catchment, and their exceptional

temporal coverage being far more extensive thasetlod all other sites available.
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This thesis focuses mainly on the SD dischargerdee@md uses the SU time series to
corroborate results obtained for SD. This approeacising a tributary in order to corroborate
findings for the main channel — has been seleateda the facts that
® The SU catchment is characterized by even lowenlptipn density and less
industry suggesting even less human impact thathenSD watershed (section
3.2),
(i) Correlation coefficients between monthly dischaodeSD and SU are high for
most of the year suggesting discharge consisteatwyden both rivers (Table 4.1),
(i)  Both time series possess equal length.
As a whole, the author suggests that the resultair@d in this study are regionally
representative for a large area of north-westerssRu(i.e. the SD basin), although not
necessarily for the whole of northern European Rus8n evaluation for the whole
northernmost part of north-western Russia borderitg Arctic Ocean coastline
(incorporating both the SD and neighbouring Pecluatahments) is, to date, possible only
for the overlap period (1932-1998) of the riversv@eaya Dvina, Sukhona, Yug, and
Pechora.
The location of the Ust Pinega site at the outfethe river (Figure 1.1.) is an advantage as
these data reflect integrated hydrological changesr the whole of the SD basin.
Measurements at Ust Pinega began in 1882 and a@engn The SU gauge at Kalykino
operated between 1882 and 1998. At this site, ngadivere taken continuously during the
summer months (June to September) since 1882, adm@@ntinuous measurements in all

months (January through December) began only i5.191

For both rivers, discharge is expressed frsn Daily observations have been obtained in the
course of regular hydrological measurements coreduby the Hydrometorological Service
of Russia (ROSHYDROMET), which have been subsedydransformed into monthly
averages by ROSHYDROMET. The monthly data have lod¢ained from two archives, R-
ArcticNet, Version 3.0 (www.r-arcticnet.sr.unh.ed@iO/index.html; Lammergt al, 2001)
and Arctic RIMS (http://rims.unh.edu/data.shtmiptB archives provide monthly data while
Arctic RIMS also provides daily data for SD for thest-1978 period.

An obvious advantage of the monthly data setsvsrg low percentage of missing values.
The SD time series lack merely 0.75 % (11 out 47 &,entries) of all monthly values for the
1882-2004 period. These are: (i) October-DecemB82,1(ii) January-July 2000, and (iii)
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February 2001. The SU time series lack 3.57 %Her1915-1998 period. These are: (i) all
months in 1936 and 1937; (ii) April 1943; (iii) AprMay, and December 1996; (iv) June,
July, and October-December 1997; (v) August andaddyer-December 1998. The identified
missing monthly values have been replaced withltimg-term arithmetic means for the
respective months. The daily data are a blend afsomed and estimated discharge values.
Quality of the daily data, methods of discharge sneaments and estimatioand the ratio

between measured and estimated values are alsssistin section 3.2.2.

3.2.2. Methods of discharge estimation and associated uncertainties

River discharge is measured directly only in smabrs or streams. In contrast, discharge of
larger rivers is approximated taking into accouatiaus river characteristics such as water
stage (water level) and flow velocity (Shaw, 1999).

River discharge in open channels is estimated as
Q = V*A (31)

whereQ (m® s ™) is dischargey is stream velocity in m 8, andA is the wetted area in“m
The necessary procedure includes both the estimatigelocity and area of an open channel
either directly or indirectly (Herschy, 1999).

The method of discharge estimation (at a veloaigaaurrent meter station) and subsequent
computation of discharge is in detail given by lags(1999). Firstly, the cross-section of the
channel is divided into segments, whereby vertiaadsspaced at intervals across the channel
with the aim of accounting for velocity at diffetgmoints and the bed profile. Herschy (1995)
recommends that segments containing no more tHal¥&of the total flow are most suitable
to obtain the most reliable measurements. Secomti$gharge is being estimated as the
product of velocity, depth, and distance between utérticals. The spacing of the verticals
depends largely on the configuration of the riveibegeometry, flow conditions, and the
channel width. In general, as channel depth andhvindtrease, intervals between the verticals
become smaller, given that the uncertainty assetiatith the number of verticals is the
largest single source of error in discharge estongHerschy, 1999).

Besides this important source of error, other figciotroduce uncertainties as well. Dickinson
(1967) discusses 16 possible sources of systeraaticrandom errors related to discharge

measurements in general. The most significant are:
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« Differences between assumed and real velocity ilbigion in the vertical and
horizontal of the channel;

e Accuracy of current meter calibration;

* Pulsation in the flow regime related to distribuatiof point velocity over time;

* Real and assumed riverbed configuration.
While the above-discussed factors affect the acgudd river discharge in general, major
uncertainties in discharge estimates and measuteraese particularly during winter time
under ice-cover conditions when measurements carcopeplicated by severe weather,
dangerous conditions in the field, and ill-adapsedhpling methodologies (instruments and
methods). Pelletier (1990) discusses these inldeitn relation to the Canadian Arctic but

with significance for the rivers draining cold regs in general.

The major outcome — following the discharge estiomatin the area-velocity current meter
station — is the subsequent generation of the'sigage-discharge curve, which is calculated
after a sufficient number of velocity readings hdezn obtained. This curve is constructed
by plotting discharge (expressed a3 s1) on the x-axis versus stage (in m) on the y-axis
(Herschy, 1999). The established correspondenaeebet stage and discharge is convenient
for future discharge determination, because sulesgty only stage needs to be read on the
gauge in order to learn the related discharge valhese relationships between stage and
discharge are available in graphic form on arithengtaph paper and in tabular form, the
latter of the two containing information on disaparQ), water stageh], constantsq andn)

as well as the value of stage at zero flayy known as datum correction (Herschy, 1999). On
the graph, all discharge measurements are plotiddaamedian line is drawn through the
scatter, typically resulting in a curved line (Hgrg, 1999). Nevertheless, the stage-discharge
curve is not necessarily correct for all times omest¢ablished (Dickinson, 1967; Herschy,
1999). Herschy (1999) argues that the relation witen change slowly over time or
sometimes abruptly, with reasons including aqugoevth near the meter, erosion, deposition
of sediments, or following the occurrence of ice 8noding.

Shiklomanovet al. (2006) argue that earlier studies so far (e.gkibson, 1967; Herschy,
1985) considered merely uncertainties of dischasgjemates computed from open channel
conditions. Therefore, Shiklomanet al (2006) provide a detailed discussion of methdds o

river discharge measurements and estimation asasglbssible error sources specifically for
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the cold seasonf the large Northern Eurasian rivers including S. assess stability of
Equation (3.1) for SD, Shiklomanoet al. (2006) created a rating curve based on daily
measurements discharge and water stage condudteelelne1955 and 2000 (Figure 3.1). The
authors have listed and examined possible soufogisar in the monthly discharge data sets
including:

(a) Changing measuring techniques and instrumentation;

(b) Changing frequency of measurements;

(c) Errors introduced by ice cover and flooding of tieed plain.
To assess stability of the rating curve, Shiklomvaabal (2006) plotted all available daily
discharge measurements against water stage (RgLixewithout testing for probable faults.
The authors provide no equation for the rating euAdthough potential errors have not been
eliminated, the stage-discharge relationship agp&table over time. The observed deviations
from the otherwise stable relationship refer tofglkeods of ice cover and high flow in spring

when water spreads across the flood plain.

According to Shiklomanowet al (2006), the instrumentation and measurement tguhs,
used on SD, have not changed over the past 60-&@ ypersonal communication with Dr
Shiklomanov), which means until the 1930s/40s. M@orimation exists about possible
changes in the earlier period. This is not the ecagarding frequency of daily observations
(used to derive monthly averages), which has clangddis can potentially introduce
uncertainty into the estimation of monthly discharglues. Figure 3.2 shows frequency of
measurements conducted per year at the Ust Piitegasged to estimate monthly discharge.
The frequency of daily measurements peaked in tlte1®60s and around the mid-1980s
(exceeding 40 per year) being lower during the $268d 1970s. The number of observations
declined again during the 1990s (about 15 per yeglying even stronger reliance on rating
curves. By contrast, the number of observationsnduthe ice-cover season has remained
relatively stable over timé. Yet again, no information is available about freaey of daily
measurements in the pre-1950s time period.

2 An analysis of a data set for river ice cover,8971988 (Vuglinsky, 2000; http://nsidc.org/datd/g87.html)
has shown that SD has stable ice cover betweerNonegmber and mid-April.
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Figure 3.1. Rating curve for SD daily discharge. The ratingve relates daily discharge to
water stage (Shiklomanet al, 2006).

According to Shiklomanowet al (2006) the sufficient number of stage and disgbar
measurements is 15 — 20 for the duration of thecaer season extending from November
through April. This represents readings every 2-days.More frequent measurements do
not improve monthly data quality. However, the nembf measurements on SD does not
exceed 10. Therefore, it remains below the recondeerguideline. More importantly, the
rating curves have not been specifically develofmdthe ice-cover period. This leads to
additional uncertainty in winter discharge data iki®imanov et al, 2006). To minimise
possible errors that prevail during the ice-cowas®n, two types of corrections are applied:
(1) Winter correction coefficient;
(i) Interpolation between discharge measurements.
These corrections are generally applied acrosshewartcountries during the winter season
(Pelletier, 1990). While the interpolation techreqis self-explanatory (e.g. interpolation

between two consecutive measurements), the cansatioefficient is estimated as:

Cice = Qlc (3.2)

Q

whereQce is discharge measured under the conditions ofeeercandQ’ is discharge at the
same gauge calculated from an open-water stabige-sliacharge relationship. Discharge
values for the time periods when SD is frozen ateutated by multiplying discharge values
derived from the standard rating curves by the evimbrrection coefficien€Cic.. Figure 3.3
illustrates the use of these two corrections in 120Between November and April,
measurements were taken ten times per 180-daydp@dovember-April), thus on average

every 18 days. Linear interpolation between consezumeasurements has been applied to
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derive daily data for the November-March period] #re correction coefficient technique has
been applied to derive daily values for April. Sedpsently, open channel measurements have

been used.

8B 8 & g

Number of discharge measurements

1668 1986 1078 1088 1608

Figure 3.2.Number of discharge measurements per year fot968-2000 period. The upper
line shows total number of measurements througtitmityear. The lower line shows
the number of measurements during the ice-covaénghébhiklomanowet al, 2006).
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Figure 3.3. Correction techniques used to estimate daily &oharge between November
and April in 2001 (Shiklomanoet al., 2006).

Shiklomanovet al (2006) have analyzed the overall errors (probapressed as % of
measured daily, monthly, and annual discharge, has authors don’t refer to it more
specifically) in SD daily, monthly, and annual diacge values for the 1955-2000 period,
resulting from the above-discussed problems. Thigoasi admit that the division between the
annual and long-term relationship is subjectivedfirted, based upon the long-term mean
number of discharge measurements used to confemating curveThe errors are shown in
Table 3.1. The largest errors occur during thecmeer season (November-April) and decline
in May with regard to monthly discharge values anthe with regard to daily discharge
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values. Summer discharge is characterised by theslodaily and monthly errors. Errors in
the daily discharge values range from ~6% (sumrn®r)7 % (winter), whereas monthly
discharge errors range between ~4% and 13 % (Tab)e Errors in daily winter discharge
compare well with the large Siberian rivers wherdlayuary error ranges between 25 and
28% (Shiklomanowet al, 2006).In contrast, the long-term error in annual SD disge

measurements is reduced to about 4%.

Table 3.1. Long-term mean errors in SD discharge (%) for5t2800 (Shiklomanoet al,
2006).

Jan | Feb| Mar | Apr | May | Jun | Jul | Aug | Sep| Oct| Nov| Dec

Daily 17.4117.4|17.4| 17.4/ 15.4| 58| 5.8/ 58 94 12217.4|17.4

Monthly | 12.8| 12.8| 12.8| 128 86 | 41| 4.1 4.1 6.7 7% 12828

Annual | 4.3

Figure 3.4 illustrates the relationships betweea #stimated errors and daily discharge
values. It shows that the largest errors in thenesed daily discharge occur when the river
flow is at its lowest (i.e. February-March). Thewkst errors are confined to river flow
between 6,000 and 16,000° m~, which are observed in the few weeks following ibe
break-up encompassing circa late April to mid-J¢a® inferred from daily observations
1978-2005 available from ArcticRIMS).

Severnaya Dvina at Ust Pinega

Figure 3.4. Relative errord q4q; %) in daily discharge estimates computed usimghtbst-fit
polynomial for approximation of long-term stabletimg curve from the daily
discharge values (Shiklomanetal, 2006).

72



3.2.3. Non-climatic factors affecting quality of the discharge data sets

A number of non-climatic factors can affect rivesaharge introducing uncertainty into
discharge data sets and obscuring climatic signafgained in data (section 2.2). The
influence of anthropogenic factors, especially tamsion of dams and reservoirs, river
alterations and diversions, and changes in watgradtion, produce the strongest impact. In
contrast to the large Siberian rivers, there aredams or reservoirs on SD and SU
(McClelland et al, 2004) and the projects to divert water from tivers draining northern
European Russia to the Volga, planned to starthen 1980s, have not been carried out
(Koronkevich, 2002). Therefore, these importantdes do not introduce uncertainties into
the discharge data sets used in this study makiag tparticularly suitable for detecting
climatic signals.

Data on water abstraction from SD and its tribesmare sparse. The region accommodates
several medium-size urban areas, for example witkiolmogorskii, Vinogradovskii,
Kotlasskii, and Velsky Raion (Table 3.2). The adstmative region through which SD
mainly flows, Arkhangelskaya Oblast (Arkhangelslgiom of Russia), comprises a vast
territory of 587,400 krhwith a total population of 1,318,000 (AdministrgiArkhangelskoi
Oblasti; www.dvinaland.ru/region/info.asp?part=R)dicating a low population density of
2.24 people ki on average. Data on population density for sedeatiministrative districts
within Arkhangelskaya Oblast are sparse, howevatisics for those districts within
Arkhangelskaya Oblast, for which data is availahle, displayed in Table 3.1. The region’s
capital is Arkhangelsk, an industrial city with egulation of 356,000. There is no large-scale
arable agriculture, given that only a negligiblertpaf Arkhangelskaya Oblast (1.3%)
comprises of arable landsbi@.). Regional precipitation is high and evaporatisnlow
(section 2.3.2), therefore, the need to abstraet fvater for irrigation is very low. Water is
mainly abstracted for municipal and industrial uséhe Kholmogory region, a small district
in the lower reaches of SD just south of Arkhanigéisid.). Annual total water abstraction
and returned water rates have been kindly providetr V. Shevchenko (Meteorological
Division of the Russian Hydrometeorological Service the North (Sevmeteo UGMS),
Arkhangelsk, Russia; pers. com.). In 2000-2002,uat@90 kni have been abstracted
annually, of which 0.85 kin(94%) have been returned into the river (in thenfof waste,
mine and drainage waters). Thus, only a minimattioa of 0.05 km (6%) is lost,
representing 0.05% of annual total SD dischargecdntrast to SD, no large cities or

industrial centres are situated near SU, thus vadistraction is even lower.
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Table 3.2. Population statistics of selected administratNgricts within Arkhangelskaya
Oblast from north to south (Administraciya Arkhalsffei Oblasti;
www.dvinaland.ru/region/info.asp?part=2)

Raion (District) Area (km?) Population Population density
Kholmogorskii 16,800 29,290 1.8
Vinogradovskii 12,560 20,440 1.65
Kotlasskii 6,300 27,000 3.81
Velsky 10,060 61,800 6.1

3.3. Climatic data sets.
Climatic data sets (abbreviated names are givefulinn section 3.3.1) are ordered from
large-scale to regional to local scales including:

* Gridded NCEP/NCAR 500-hPa and 850-hPa monthly gteopial height data
(Kalnay et al., 1996; Kistleret al, 2001) averaged over the SD catchment (1948-
2004).

* Monthly teleconnection indices (1950-2004) from CPC

* Monthly teleconnection indices (1660-1995) recardtd by Luterbacheet al.
(1999)

* Gridded SLP monthly data set (Trenberth and Papli®81) averaged over the SD
catchment (1899-2004).

* Gridded monthly and seasonal temperature data Mem et al (2000) from which
time series have been averaged over the SD cat¢l{ir8£11-2000)

» Gridded monthly and seasonal precipitation datemmfidew et al (2000) from which
time series have been averaged over the SD cat¢l{ir8£11-2000)

* Monthly and seasonal temperature time series ®istations of Arkhangelsk (1881-
2003) (DSS UCARpaNd Kotlas (1936-94) (ROSHYDROMET)

* Monthly and seasonal precipitation time seriesttierstations of Arkhangelsk (1881-
2003) (DSS UCARpaNd Kotlas (1936-94) (ROSHYDROMET)

 Snow depth station data for Arkhangelsk (1900-20&gtlas (1936-2001), and
Koynas (1924-2001) (Breilingt al, 2006)
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» Dates of the onset and end of snow cover at Arkdlakg(1900-94) and Kotlas
(1936-94) (HSDSD; Armstrong, 2001).

In the following, firstly the station data sets aiiscussed, which is followed by the gridded
data sets and teleconnection indices. The factttigatiata sets have different lengths (Table
3.3. and 3.4) is typical of the high latitudes adrthern Eurasia and unavoidable, where only
few observations span a full century or longer.ibgithe 1880s, the station network across
the Russian Empire expanded rapidly from 121 statimwards more than 500 stations a
decade later, but only by the middle of th& 2@ntury had the network grown to about 9,000
station overall (Groismaat al, 1991). This emphasizes again that only fewatatisuch as
Arkhangelsk, measure air temperature and predipitgsnow depth) since the 1880s (1900),
which makes such station data extremely valualgardeng long-term climatic oscillations.
Many more data sets start only in the 1930s, ao@eaf political and administrative

reorganisations in Russia.

3.3.1. Station data

The long-term time series (from 1881 onwards) ohgerature and precipitation data for
Arkhangelsk have been obtained from the Researdia Bechive held at Data Support
Section (DSS) by the University Cooperation for Aspheric Research (UCARPSS
UCAR: http://dss.ucar.edu/data sets/ds570.0/daga/shorter time series (1936-1994) for
Kotlas has been obtained from the Russian Hydraoneitegical Service (ROSHYDROMET,
sometimes RIHMI-WDC) website (http://meteo.ru/dag¢anperat_precipitation). Details of

Data sets and station coordinates are given ineTail.

Arkhangelsk is located ca. 100 km north-west ofrilier gauging site of Ust Pinega (Figure
1.1) and is representative of the climate of thehswn part (lower course) of SD. Additional
information on the location, its surroundings amérges in location of the meteorological
station has been kindly provided upon request byWIiShevchenko (Sevmeteo UGMS,
Arkhangelsk, Russia; pers. com.). The station &hangelsk is located within administrative
city boundaries, but on the city outskirts. Locatedvoodland, it is described as a station
affected little, if at all, by urbanisation process The station has moved its location twice
throughout the 20 century: for the first time, in May 1958 by 500tmthe north-west of its
original location, and for the second time in Now®m1967 by 1.7 km to the east, where it
has remained since. No recent ongoing construetiarks are reported in the surroundings.
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Kotlas is located ca. 50 km north-east to the gaygite of Kalykino at SU at the confluence
of the Yug and the Sukhona. This site is represeetaf the climatic conditions of the
southern part of the SD catchment. The statiomdated at the airport and has changed its
position in 1969 by 4 km. Nevertheless, regionataomlogists ascertain that the station’s
relocation has not affected homogeneity (NCDC, 20Baving analyzed impacts of stations
relocation on data homogeneitgroismanet al (1991) ascertain that slight relocations affect
homogeneity in station measurements only to a sexdaéint.Observations at Arkhangelsk
and Kotlas continued without significant interrgpts. Station coordinates and details of Data

are given in Table 3.3.

Almost no long-term precipitation measurements leymogeneous over time (Groisman

al., 1991). Changes in gauge type and wind-induceorsisuch as undercatch of winter
precipitation or capture of drifting snow (Groismeinal, 1991) are known to be significant
in introducing errors in the detection of the triwends in precipitation data (Forland and
Hanssen-Bauer, 2000). However, the possible eowesthe Former Soviet Union (FSU) are
to a large degree correctable (Groisman and Ranke®@l), as documented in detail for
historical station time series of precipitationvee¢n 1891 and 1990 (Groismanal, 1991).
Biases affect especially the cold season’s (sgrégipitation and less the summer seasons
(liquid) precipitation, as measurements of soli@éqggpitation are particularly sensitive to
instrumental design. Possible sources of inhomageaeross the FSU involve

(1) Mainly changing measurement techniques, which dutces the most significant

uncertainties,

(i) To a lesser degree, changing frequency of readinds

(i)  Changing locations of stations and gauges.

Groismanet al (1991) have adjusted the original data (PMEASWOREo create corrected
values (‘PTRUE’) for the FSU area they investiga®@0 stations located between 37-R)
25-140 E). Two major changes in precipitation measurestuk place:

1. Between 1948 and 1953, tAeetyakovgauges have replaced the previously used
Nipher gauges. This improvement has specificalljedi the accuracy of snowfall
measurements. During winter, the new gauges hayereal from 5 - 40% more solid
rainfall than previously. In contrast, liquid preitation measurements have not been
affected by this technical change (Groisnearal, 1991). The gradual replacement of
Nipher by Tretyakov gauges over these years andtterbperformance of the new

gauges in comparison with the ones previously epgulowas closely monitored.
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Thus, in order to compare agreement between thegawme types, simultaneous
readings have been taken side by side. These smmewlis measurements led to
establishment of a correction formula (Hydrometéagizal Service of the USSR,

1964) that has been applied to the measurements.

2. Around 1966/67, another significant change occuuad to the introduction of a
second correction factor (the ‘wetting factor’) ain at improving precipitation
measurements further (Groismah al, 1991). At the same time, the frequency of
daily readings was changed from two to four. Duehise changes, measuslid
precipitation recordings increased by 5 — 40%, wasgiiquid precipitation recordings
have risen less pronouncedly by 5 — 15% (Groisetat, 1991).

Groismarnet al (1991) discuss possible inhomogeneities and Hweirces for the overall FSU
area rather than for individual stations. Visuatpection of monthly time series of both
stations for unusual and ‘sudden’ changes — withiquéar focus on the two identified periods
when instrumental changes took place — has revehadgdhere is no indication of dramatic
precipitation changes around or after 1948-1953iarkP66/67. Two precipitation events at
Arkhangelsk (March 1953 and December 1957) had maabéy high monthly rainfall totals
(four to five standard deviations above their Ideagn mean), being in accord with monthly
SLP data (Trenberth and Paolino, 1981; not showajamed across the SD catchment area
confirming that SLP was very low during those man{more than one standard deviation
below the long-term mean) providing a sound exglanafor these extreme precipitation

events.

Two data sets characterising snow cover over théysarea have been used. Firstly, daily
values ofsnow depth collected at three sites located wittenSD catchment — Arkhangelsk,
Koynas, and Kotlas — have been used (Breiingl, 2006). Snow depth (cm) was measured
daily using the traditional stake method at onatfion at each station (Breilirgt al, 2006).
The overall majority of the months had less thanrtessing daily entries per month and the
missing daily data have been replaced by an avesrage for the month in which the missing
day occurredThe years of 1920-24 at Arkhangelsk are the ontjusece of years, during
which no measurements have been taken. For thegeiqf statistical analysis in this thesis,
missing monthly values have been replaced by thg-term arithmetic means. Information
on missing monthly values is given in Table 3.3.nvhty snow depth data have been further

amalgamated into seasonal averages (snow covesrs&ests from October to May in the
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catchment; Figure 2.12). As a whole, the centertima series for the station Arkhangelsk is

a noteworthy rarity of regular snow depth measurgmim the Arctic Ocean basin.

Table 3.3. Information on the station data sets used ingtudy.

Station Variable Period Averaging Missing
period data (%)
Arkhangelsk Temperature 1881-2003 Monthly 1.19
64°60' N/ 40 50’ E
Kotlas® Temperature 1936-1993 Monthly 0
61°20°' N/ 46 60" E
Arkhangelsk Precipitation 1881-2003 Monthly 1.34
64°60' N/ 40 50’ E
Kotlas® Precipitation 1936-1993 Monthly 0
61°20°' N/ 46 60’ E
ArkhangelskK Snow depth (cm) 1900-2001 Snow season 9.82
64°60° N/ 40 50" E
Kotlas*® Snow depth (cm) 1936-2001 Snow season 4.92
61°20' N/ 46 60’ E
Koynas® Snow depth (cm) 1924-2001 Snow seasgon 4.54
64°80°'N /4P 70 E
Arkhangelsk Onset / completg 1900-1994 Julian Day 8.51
64°60' N/ 40 50’ E melt of snow
cover
Kotlas® Onset / completg 1936-1994 Julian Day 0
61°20' N/ 46 60’ E melt of snow
cover

(® Station t, p
sets/ds570.0/data/)

(*) Station t, p data for Kotlas (1936-94): Russiardidmeteorological Service RIHMI-WDC office

(http://meteo.ru/data_temperat_precipitafion
(9 Snow data set 1 (actual station snow depth in Bgiling et al. (2006)

(") Snow data set 2 (onset and melt of snow covelDj ‘Historical Soviet Daily Snow Depth’
version 2.0) (httprEss.colorado.edu/data/g01092.html)

(HSDSD) digital
(Armstrong, 2001)

media (CD-ROM,

data for Arkhangelsk (1881-2001): SDSJCAR (http://dss.ucar.edu/data
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The second snow cover data set, compiled by Armgt(@001), has been derived from one-
point station observations described above availfildm the National Snow and Ice Data
Center (NSIDC), University of Boulder, Colorado (R)Sas the ‘Historical Soviet Daily
Snow Depth’ (HSDSD) CD-ROM, version 2.0 (http:/&scolorado.edu/data/g01092.html)
containing informatioron the duration of snow cover (the first and last dafysnow cover in
Julian days) at Arkhangelsk and Kotlas (Table 3.3).

3.3.2. Gridded data sets

In addition to the station data sets, five griddieda sets have been used. Monthly gridded
precipitation and temperature (Nest al, 2000) data sets for 1901 to 2000 have been
employed (Table 3.3) to study the relationshipswben regional temperature and
precipitation over the SD catchment and SD disahab@ata sets have two major advantages:
firstly, they have fine (09 resolution and secondly, by covering the wholetied 24"
century, most of the extent of the SD dischargenkts encompassed. However, these data
sets are not entirely error free as they contawsds and inhomogeneities. Netal (2000)
have investigated the possible sources of errtramprecipitation data set and summarised as
follows: “Major sources of error in gridded data sets of thégure are instrumental (isolated
errors, systematic errors, and inhomogeneity), ewshte station coverage, and interpolation
errors (Groisman et al., 1991; Dai et al., 1997 nés et al., 1999). Isolated errors and subtle
inhomogeneities not detected during quality conttolnot have a significant effect at the
regional scale. However, such errors are noticeadilgrid points near the offending station,
particularly if the network is sparse. Inadequatati®n coverage is the largest source of
error, but there is little that can be done abdustexcept to ensure that the existing data are

error free and that interpolation method makes nmaxn use of this available ddta

The centennial precipitation data set assembleldw et al (2000) has a major advantage
over another important long-term precipitation 8ate collated by Daat al. (1997), which
covers the period from 1900 to 1988. However, Ngtval. (2000) data set does not contain
adjustments for possible biases in rainfall recomisereasDai et al (1997) have applied
such corrections to their data. Possible biasethéenNewet al (2000) data sebccurred
between the 1940s and early 1950s due to the chang@n gauge type (section 3.3.1)
affecting the snow season particularly, and thenamst accept that these changes have

influenced their data set slightly. Berezovskagtaal (2004) compared the agreements
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between three different precipitation data sets:Ngw et al (2000); (i) Willmott and
Matsuura (2001); and (iii) Kistlegt al (2001; NCEP data set). The authors have found tha
the Newet al (2000) data set, although not corrected for bsdiiases due to untercatch of
solid precipitation during the cold season, agree with the one by the Willmott and
Matsuura (2001), with correlation coefficients beem records derived from the two data sets
ranging between 0.85 to 0.96. Little agreement basn found between Willmott and
Matsuura (2001) and Newat al (2000) data sets with the data set developedibsteKet al.
(2001). Given these considerations, Netal (2000) precipitation and temperature data sets
have been used in this study, while certain liroted of these data sets should be kept in

mind.

An important issue, potentially affecting data dyain the New et al. (2000) precipitation
and temperature data sets, is changing stationrageeespecially in the earlier years of the
records. The number of stations used for constrgdiiata set has varied considerably over
time, and in Russia, the number peaked in the 19%986s, after which it declined
continuously. Rawlins et al (2006) have investigated this issue further idgng two
problems:

(1) Sparse station coverage in earlier years befor&966s;

(i) Concentrations of stations in the south of the iBr@cean basin in the earlier

years and their expansion further north afterwards.

Given the large north-south extent of the Arctice@t basin, including the SD catchment,
these problems (and particularly the shift in theation of the stations northward) could have
introduced two uncertainties into Data sets. Bjirgtie long-term trends in both temperature
and precipitation are different in the southern andhern parts of the Arctic Ocean basin.
The strongest warming has occurred in the latiidband of 44-64N rather than to the
north of 64 N (Shiklomanovet al, 2000). Secondly, the shift in the spatial disttions of
stations might have led to an underestimation ofwdall and overestimation of rainfall in the
Arctic Ocean basin in the earlier years. Accordimdgrawlinset al (2006) this problem has
primarily affected Siberia because those catchmiesns a larger north-south extent than the
SD catchment, however, a potential impact on detaracy within the SD catchment should
be considered. Therefore, in this study the spgigaleraged time series have been used in
correlation analyses but have been treated withiarzawith regard to the long-term linear
trends with a preference given to the individuatienh data. This applies in particular to the

gridded precipitation data set. Regarding theiddgd air temperature data set, Netval
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(2000) note that it is less prone to errors anddsahan the precipitation data set. This is
because station density, which is required to aaledyi describe monthly spatial variability,
should generally be higher for precipitation thanrhean air temperature data as precipitation
varies stronger in time and space than mean aipdeture. Thus, in order to achieve
statistically significant correlation between beéwestation distances and differences in
observed annual precipitation totals, betweenestaseparations of 400 km and 300 km are
required for the 30-6081 and 60-9€N latitudinal zones respectively (Dat al, 1997). In
contrast, between-station separations of 1200 kasn2&00 km are required in application to

temperature measurements (Hansen and Lebedeff, 1@8&<t al, 1997).

Monthly 500-hPa geopotential height data (to idgritie large-scale atmospheric controls in
the exceptionally high and exceptionally low disgjeayears), and 850-hPa P-E geopotential
height data (in order to study P-E variability) foe 1948-2000 period has been derived from
the NCEP/NCAR Reanalysis Project (Kalnatyal, 1996; Kistleret al, 2001) (Table 3.4).
Data set has been compiled using aircraft, lanthsey ship, rawinsonde, and satellite data.
All data have been quality controlled and assiradatvith a data assimilation system being
unchanged over the reanalysis period. This prod¢ess removed recognized climate
discontinuities related to changes in the operatigreal-time) data assimilation system. This
still does not prevent uncertainties exerted byngiveg observation practices, which have
changed in two important ways:

(1) From 1948 to 1957, while the upper air network \eatablished, observations
were fewer and the rawinsonde releases were peztbthree hours later than the
current main synoptic times (e.g. 0300 UTC);

(i) In 1979, satellite sounding became globally avéglathe observations of which
have subsequently been incorporated (Kigteal,, 2001).

Although temporal discontinuities in the reanalydas$a inevitably occur in Data set due to the
differences in amount and quality of the assimdadata, the SD catchment is not strongly
affected since a relatively dense rawinsonde nétwovers Arctic and sub-Arctic land areas
in the European sector (Serreteal, 1995). Also, other factors (e.g. absence of maamde
network over oceans; sparse observational netweek the Southern Hemisphere and some
remote regions of Siberia) do not apply to the ptaka. Kistleret al (2001) argue that the
introduction of satellite observations into the NCECAR data has improved the reliability
of the upper atmosphere meteorological data. katr reason, the post-1979 upper air data

are assumed to be more reliable than the same idatarlier periods. The 500 hPa
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geopotential height has been classified by theaasitbf the reanalyses data sets as one of the
most reliable variables of the project. In additiomonthly values (which are used in this
study) have been identified as more reliable thaity dreanalysis data, which are more
sensitive to the above-mentioned issues (Kisger al, 2001). Note that although
NCEP/NCAR reanalysis data span only the post-19d@o¢, the main advantage is the

excellent temporal coverage with no missing montaliyes.

Sea level pressure (SLP) data by Trenberth andri®éa981) for 1899 to 2004 (Table 3.4)
has been used to study the long-term trends aridbilédy near the surface across the SD
basin. The Trenberth and Paolino data set conthi@songest continuous time series of
monthly gridded NH data (polewards of°18), and is one of the most widely employed
databases in atmospheric applications. Trenberth Reolino (1981) performed detailed
analysis for the period 1899 to 1977 and deteces@ral inhomogeneities. On a temporal
scale, the period of 1916 to 1921 contained thgektr number of errors. Spatially, data
problems occurred north of 70l in the circumpolar Arctic and further south iib&ia. Both
regions are well outside the study area (58Mp

Table 3.4. Information on gridded data sets used in thidystu

Variable Period Resolution Missing data (%)
(lat * lon)
500 hPa geopotential height| 1948-2000 25*28 0
Effective precipitation (P-E) 1948-2000 25*28 0
Precipitatior’ 1901-2000 0.5*0.8 0
Temperaturé 1901-2000 05*0.8 0
Sea level pressure (SLP) 1899-2000 B*5° 0

& t) NCEP/NCAR reanalyses: www.cdc.noaa.gov/cdc/rearsdieanalysis.shtml (Kalnagt al,
1996; Kistleret al, 2001);

& 05 0.5 degree monthly climate grids from 1901-95 and901-2000:
www.geog.ox.ac.uk/~mnew/research/data_downloadtihtiml (Newet al, 2000).

(® Monthly Northern Hemisphere Sea Level PressurilsGhttp:/dss.ucar.edu/data sets/ds010.1/
(Trenberth and Paolino, 1981).

3.3.3. Teleconnection indices
Two sets of monthly indices of the major NH telegection patterns have been used in this

thesis. The positive phases of each pattern ddangary are given in Figure 2.1.
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The first set, covering the 1660-1995 period foe thajor Euro—Atlantic teleconnection
patterns (Luterbachest al, 1999) and the 1500-2001 period for NAO (LuteHmcet al,
2001; www.cru.uea.ac.uk/cru/data/naojurg.htm), besn constructed by the application of
Empirical Orthogonal Functions (EOF) analysts a selection of surface meteorological
variables and proxy data. In the pre-instrumengaigol (prior to 1780) these data include few
instrumental precipitation and temperature recoddsa on the duration of sea and river ice
cover, data on duration of snow cover, and air &nafpre reconstructed from tree rings and
phenological data. Data used for the post-1780ganclude three meteorological variables
(instrumental atmospheric station pressure datacigitation, and air temperature
measurements) to which EOF was applied. Gridded &itR have been reconstructed from
these predictors subsequently. The NAO index han balculated as the average of four SLP
grid points over the Azores minus the average of &pid points over Iceland. The index was
then defined as the difference between the twodsataliised SLP time series (Luterbacker
al., 1999). Subsequently, EOF was applied explaif®fp of the predictor data’s variance of
the regressed against the NAO index time series.cBhibrated period entailed 1901-60. The
reconstructed NAO winter index for 1500-01 to 2@WB1 is shown in Figure 2.4.

The second data set of monthly teleconnection @sjicovering the period since 1950, has
been calculated by and obtained from CPC
(www.cpc.ncep.noaa.gov/data/teledoc/telecontentalshThe indices have been calculated
by taking standardised monthly amplitudes of ratgiencipal components of monthly mean

700 hPa geopotential height anomalies. The wimiertime series of these indices are shown

in Figure 2.2.

By correlating the monthly reconstructed with thentinly CPC time series, the consistency
between the two types of teleconnection indices lbe®n estimated for the overlap period
(1950-1995). The computed correlation coefficiaarts shown in Table 3.5. For the majority
of teleconnection patterns, there is a close ageaemuring the autumn, winter, and spring
season with correlation coefficients equal to areexling 0.68. During autumn, the agreement
is also lower for EA pattern in October and NovembBgreement for the summer season is
lower. In particular, the agreement between the N&D indices is low in June-July and
moderate in May and August-October. Note that t#€®ONpattern is weaker in the period
from May to September period than during OctoberilAe.g. Hurrell, 1995; Wannest al,

2001), which may explain the disagreement.
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Table

3.5.Correlation coefficients between calculated (CP@) eeconstructed (Luterbacher
et al, 1999) monthly teleconnection indices (for therap period of 1950-95). The
teleconnection patterns are ordered alphabetically.

Tlc Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct| Nov| Dec
pattern

EA 0.69| 0.79] 0.724 0.70 - - - - 0.73 0.%9 0.87 077
EAJET - - - 0.65| 0.73 083 0.76 0.79

EA/WR | 0.92 | 0.72| 0.87, 0.81 - - - - 0.76 0.88 0.7/7 0|89
NAO 0.83| 0.82| 0.85 061 05 0.12 0.13 048 047470.0.79| 0.93

POL 0.68| 0.82 - - - - - - - - - 0.63

SCA 0.82| 0.87] 0.78 0.68 0.68 - - - 0.YO 087 0.9186(

3.4. Methodology.

The principal objectives of this thesis are to stigate the long-term trends and shorter-term

oscillations in the discharge of SD and SU andrtbk the identified trends and oscillations to

climatic factors. To achieve these objectives, tbkowing steps have been taken and

methods of statistical analysis have been used:

()

(ii)

The long-term trends and decadal variability in 80d SU discharge have been
studied. This has been performed by applicatiotingfar trend analysis, Henderson
filter, and step change analysis to the monthlgseral and annual time series of SD
and SU discharge.

In order to understand regional climatic controleeroSD discharge, monthly and
seasonal time series have been correlated with onoddgical records from the
stations of Arkhangelsk, Kotlas, and Koynas, and time series of temperature,
precipitation, and 500 hPa pressure spatially aegtaver the SD catchment (defined
for the purpose of statistical analysis as 58485 40-50 E). To isolate interannual
variation, linear trends have been removed fromtittne series prior to correlation
analysis and the time series have been standarbisetibtracting the mean of the
time series and dividing by the standard deviatitms is a standard and frequently

used method (Box and Jenkins, 1976) using theviidig equation
XM)=X@t)-(@a+b*t)+X (3.3)
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whereX'(t) is the detrended data point at tite(t) is the original data poinf is
the mean of the seriesjs the regression intercept, dnd the regression slope.

(i)  In order to understand remote atmospheric forciofjzariations in SD and SU
discharge, the discharge time series have beerlatu with teleconnection indices
using the same techniques as in (ii). In additmmposite anomaly analysis (Wilks,
1995) of 500 hPa geopotential height fields (detifrem the NCEP/NCAR reanalysis
project, as discussed above) has been used tafyddre large-scale atmospheric
controls in the exceptionally high and exceptiondtlw discharge years. Anomaly
maps of the 500-hPa geopotential height fields Haeen constructed showing the
difference between the mid-tropospheric circulataserved in the high and low
discharge years (assessed seasondllge high- and low-flow years have been
defined as* one standard deviation from the 1948-2004 mearsosedh value.
Statistical significance of the identified anomallgas been assessed by comparing the
value of anomalies with standard deviations offible in the studied region.

(iv)  In order to assess the combined effect of the nediand remote climatic forcings on
the interannual variations in SD discharge andiémiify the most important groups of
factors controlling SD discharge, a combination Ridtated Principal Component
Analysis (RPCA) and regression analysis has bepleap(section 3.4.1).

Four methods have been used although five resgaettions have been formulated (section
2.6), pointing to the fact that (a) different quess can be answered by the use of several,
rather than just one, methods and (b) ResearchtiQueisand 2 are similar, a different time
period under consideration being the only diffeeerftends and oscillations over the full
duration of record in Question 1; trends and astiihs for the past decades in Question 2).
All the methods of both univariate statistical asals, used in this thesis, have been widely
applied before. Thus linear trend analysis is adaed method routinely applied in climatic
studies to assess the overall changes in the enesdetween the start and the end point of a
record (Box and Jenkins, 197@Yilks, 1995). Thep-statistic has been used to assess the
statistical significance of the identified lineaerids and rejection level has been set at 0.05
(Wilks, 1995). Variations on a shorter time scad&drbeen examined using Henderson filter
(Henderson, 1916) providing the advantage of snogttata retaining quadratic and cubic

polynomial trends and produces smoother variatibas binomial filters (Kenny and Durbin,
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1982). It has been used to emphasize decadal dgeclaad climatic oscillations indicating
above-average (high flow) and below-average (lawfJldischarge events in the discharge

time series and also positive and negative anomatielimatic records.

Step changes that occur in time series stand itragirto gradual linear changes. According
to McCabe and Wollock (2002: 38-1)A“gradual [linear] change usually is expected to
continue into the future; step changes inherentl/taought of as less predictable unless the
cause for the abrupt change is kndw8tep changes may be interpreted as regime shifts
the climate system (McCabe and Wollock, 2002). ®lisaspection of time series has been
used to identify a potential step change in théistlitime series. Statistical significance of
the noted changes has been tested using the twglestast. It assumes normal distribution
and unequal variances and tests the hypothesiathassumed change in the time series is
significant at 0.05 (Wilks, 1995). The test hasrbepplied to pairs of samples before and

after the assumed change.

Correlation analysis is, perhaps, the most commay wf assessing the strength of
association between two variables (Wilks, 1995prRp correlation analysis, data have been
tested for normality of distribution in the samplsing Anderson-Darling test (Stephens,
1974). Pearson product-moment correlation coeffisiecnave been used for the normally-
distributed data and Spearman’s rank correlatiaificeents have been used in application to
the non-normally distributed data. However, diffetes between results for Pearson and

Spearman’s tests have proved to be minor.

3.4.1. Multivariate satistical techniques: Principal Component Analysis (PCA) and
multiple regression

River discharge is affected by multiple factors &@ter 2.2) and methods of univariate
statistics are often not sufficient to establiste thature of climatic controls over river
discharge. Multiple linear regression is a promtrstatistical procedure frequently applied in
atmospheric and hydrological research. It ascesttie strength and nature of relationships
between a predictand (discharge) and multiple ptedi (such as SLP, geopotential height,
teleconnection indices, air temperature, precipitat evaporation, etc.) (Wilks, 1995).
Although frequently used, multiple linear regressttas one important disadvantage in the

context of hydrometeorological research: multipkedictors used in regression analysis
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should be independent of each other (Wilks, 19%H)matic variables affecting river
discharge, nevertheless, are not independent of eer and some climatic variables exert
strong controls over other meteorological variabkes example, evaporation is a function of
air temperature (Barry and Chorley, 1998) and teatpee and precipitation in Europe
strongly depend on the NAO (Hurrell, 1995). In orde resolve this problem and also to
reduce the number of predictors that are used iltiptfeuregression analysis, a combination
of Principal Component Analysis (PCA) and regressamalysis has been applied (Figure
3.5). This approach has been successfully apphietiudy relationships between atmospheric
and climatic variables and hydrological change®oigefe.g. Yeet al, 1998; Phillipset al.,
2003; Yeet al, 2004).

PCA is one of the methods of multiple eigenvectoalgsis (Yarnal, 1993). Applying the
eigenvector model, the researcher investigatesimtedorets the underlying structure of a
multidimensional data set by extracting eigenvecigrincipal components in case of the
PCA method of extraction) from a dispersion matfach eigenvector (component) is
orthogonal to or uncorrelated with other eigenvesctomponents). PCA, as one of the
methods of eigenvector analysis, defines and is®ldistinctive modes of variation in a data
set. In climate research, PCA is used to reducgelaata sets containing many climatic
variables to a few principal components, which ekpltrue’ variance contained in Data set
while rejecting noise. The identified componenta b& subsequently used as predictors in
multiple regression analysis because, in contmastiginal meteorological variables, they are
uncorrelated with and independent of each otheulds¢1967), Johnson (1978), Richman
(1986), and Preisendorfer (1988) have discussedyéimeral concept and details of PCA,
whereas Whitet al. (1991) and Stevens (1996) provide brief desamgtiof the technique.

In a PCA, two new sets of data replace the origwaiables: component loadings and
component scores. Components loadings replace thlgnal variables (e.g. standard
meteorological variables) and quantify links betweeriginal variables and principal
components. Loadings are used to interpret the mgaof principal components. A high
loading value (close to 1.0) on an original vamalmdicates a strong link between the
component and the variable, while a low value ltws0) indicates a weak link. Component
scores are basically the time series for any géeerBrincipal Component. Theguantify
links between components and time series of orignaaiables and can be interpreted as

values for the day’s meteorological observatiorseldaon the extracted principal component.
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Values of component scores depend on magnitudéeobtiginal variables and days with
similar meteorological conditions exhibit similabmponent scores. Scores of principal
components extracted from an original (here: melegical) data set are used as independent
predictors in a combined PCA and regression arsigsiead of the original variables.

Figure 3.5 illustrates the main steps of a combiR€A and regression analysis. A very
important step in a combined PCA-regression amalyshich is taken prior to the analysis
itself, is selection of variables to be used. Whiehiables are included depends on (i) the
established relationships between discharge anthtii processes and (ii) the type of PCA
applied. The relationships between discharge anthtt variables can be established on the
basis of the literature review (see Chapter 2) iantthe course of correlation and composite
analysis conducted prior to PCA (see Chapter 5}this thesis, only those meteorological
variables and circulation indices showing statalyc significant correlation (at 0.05) with

discharge have been considered as input data.rAgge of PCA, a choice between two most
commonly used methods — spatial single-variable ame-point multivariable (Richman,

1986) — may predetermine the selection of metegrodd variables as original data set.
Spatial single variable analysis aims to estahbiieh most common atmospheric circulation
factors in a studied region patterns or spatialepas of precipitation (or temperature) that
will control discharge. This type of analysis isngar to composite or anomaly maps and
usually either SLP or geopotential height is usedrgput data (Yarnal, 1993). One point
multivariable analysis employs multiple meteorotagivariables that exhibit the strongest

links with discharge, which can be selected asrdsest above.

The term ‘single point’ analysis is frequently uskid climatological studies using PCA
(Yarnal, 1993). Two modes of decomposition are desdly utilised in PCA: P-mode
(analysis of a suite of variables varying over tiaea given location) and S-mode of
decomposition (analysis of spatial patterns ofnglsi variable) (Richman, 1986). The choice
of method (mode of decomposition) depends on thipgse of study, nature of the scientific
problem, and type of data available. River dischalgpends on a multiplicity of factors
(section 2.2) and P-mode of decomposition seerhs guitable in an analysis of relationships
between climatic factors and river discharge. Havewnlike many other environmental
characteristics that are controlled to a large rextey local processes and for which
meteorological variables measured at a single ilmtaterve as useful predictors (e.g. urban

air quality; McGregor and Bamzelis, 1995; Shahgeslaret al, 1998), changes that occur
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across the catchment area control river dischadge. way of dealing with this problem and
combining the benefits of using multiple predictarsl spatial impacts is to use time series of
meteorological variable averaged across the catchraeea. Yeet al (2003) used this
approach analysing links between surface climateospheric circulation, and seasonal

discharge of the Siberian rivers. The same apprbastbeen adopted in this study.

Three types of dispersion matrices are used in RGAelation, covariance and cross-product
(Yarnal, 1993). The choice of mode of decomposit{®mode using either regional or

spatially averaged time series of multiple variaplutomatically resolves the question which
dispersion matrix should be used. Correlation roasriare typically used in P-mode studies
because multiple variables with different ordersnmdgnitude are used, as input data and
standardisation will be otherwise required (Yarrdi#l93). The correlation matrix has been

used in this study.

In PCA, the largest amount of variance is explaibgdthe first component (PC1) while
contributions by other components may be underestich (Richman, 1986; Preisendorfer,
1988; Wilks, 1995)Rotation of principal components is used to reriligte the amount of
variance explained between components facilitatioggribution and interpretation of lower-
order components. As a result of rotation, theltataount of variance explained by the
components remains the same reaching 100% if themman number of components is
extracted. Two categories of rotation exist: orthog) and oblique (Richman, 1986;
Preisendorfer, 1988; Wilks, 1995). Orthogonal iotatchanges the relationship between
various components but retains the orthogonalitystraint of the eigenvector model and
rotated components remain uncorrelated. Obliquatioosts allow some shared variance
among the components. With regard to P-mode of P&@#hogonal rotations are most
frequently used, particularly if scores of the tethcomponents are subsequently used in
multiple regression analysis (Yarnal, 1993). Vasiauethods of orthogonal rotation exist.
Nevertheless, Varimax (Kaiser, 1960) and QuartirffRichman, 1986) rotations are most
frequently used. The Varimax rotation is used vpitaference in climatic studies because it
produces solutions whereby the first 4-6 componeoitdribute to the explanation of variance
and are easier to interpret. This is in contrasth® Quatrimax rotation, which frequently
produces results whereby the first component shiliminates similarly to an unrotated
solution. Richman (1986), Preisendorfer (1988), néar (1993), and Stevens (1996)

recommend the use of Varimax rotation and it hanlapplied in this study.
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Select data

A 4

Select mode of decomposition

A 4

Select type of dispersion matrix
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Use rotation? Select type of rotation

\ 4

Perform PCA

\ 4

Determine number of components to be retaired

Use scores of significant components
as independent predictors
in multiple regression analysis

Figure 3.5. Main steps of a combined PCA and regression aisa{gsodified from Yarnal,
1993).

The maximum number of principal components, whiah be extracted from an original data
set, equals the number of original variables anplagxs 100% of variance in the data set.
However, only a few components explain the majafitye’) variance in Data set while the
rest represents ‘noise’ and is to be rejected. bmer of approaches have been suggested to
decide how many principal components are to beneda One of the most commonly used
method is the ‘eigenvalue 1.0’ rule, which states bnly those components with eigenvalues
larger than 1.0 are to be retained (Yarnal, 19@8ddock and Flood (1969) have developed
the so-called ‘scree plot’ test whereby a majorakrén a plot of eigennumber versus
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eigenvalue reveals a number of components to bheneet. Stevens (1996) suggested that the
use of these rules may result in a loss of compsnevhich account for a small amount of
variance but represent infrequent but importanints/eHe recommends retaining as many
components as would be necessary to account feast 70% of total variance in Data set.
The downside of this approach is that frequentiygonents with high loadings on a single
variable are retained and meaningful interpretabbrsuch components is difficult. In this
study, the eigenvalue > 1.0 and scree plot testoappes have been used producing very
close results.

3.5. Summary.

In this section the sources and quality of hydrmalgand meteorological data sets have been
reviewed as well as details of statistical techaegjthat have been used to analyse Data. The
main conclusions regarding the quality of the SD 8k discharge record are as follows:

(1) Starting in 1882 and with few gaps, the SD and $dhérge records are unique
and their quality is acceptable for the analysislantaken in this study. The
obvious advantage of Data is that the river flove m@t been affected by the
construction of dams and reservoirs and that metlaodl location of discharge
measurement and estimation have not changed asleas the 1950s. Also, water
abstraction is low, and returned water more or &gsals the abstracted amount.
Uncertainties are associated with infrequent digghaneasurements in some
periods (particularly during the ice-cover peri@hd lack of information about
methods of data collection prior to the 1950s.

(i) Errors in discharge estimation have been evaluatedl can be used in the
subsequent result interpretation. The largest g wocur in winter, when discharge
Is at its lowest, and are associated with dailgeathan monthly values. Errors in
the estimation of monthly discharge are low.

(i) A number of climatic data sets have been seleatedaialysis of relationships
between climatic and hydrological variations. Adwyes of the station data
include the lengths of the records and unchangsdigo of the measuring sites.
Gridded data sets cover a full century in lengttl are generally of good quality,

provided that they have good spatial and tempaablution. However, while
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(iv)

most uncertainties and errors in NCEP/NCAR reamslgata do not affect the
study area, biases occur in the Netal (2000) precipitation data set and these
data should be used with caution with regard tdyamaof long-term linear trends.
Statistical techniques used in analysis of clinthseharge relationships have been
discussed and their strengths and weaknesses emare dtated leading to an

informed choice of statistical techniques to beduse
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Chapter 4. Trends and variability in discharge of the Severnag
Dvina (1882-2004) and the Sukhona (1882-1998).

4.1. Introduction.

One of the main objectives of this thesis is tadgtthe long-term trends and shorter-term
variability in discharge of SD and its tributary) SThe literature review has highlighted the
uncertainties in conclusions about the long-ternanges in discharge of the Northern
Eurasian rivers flowing into the Arctic Ocean, oduced by a short duration of the discharge
records and river regulation measures. The diseheggords for SD (1882-2004) and SU
(1882-1998 for June-September; 1915-1998 for altims) are the longest continuous records
of freshwater discharge into the Arctic Ocean. Bainaffected by extensive flow regulation
and water abstraction (section 3.2.3), they araliglesuited to place the shorter-term
hydrological variability into more extensive hista context. The emphasis is on SD, while
the SU discharge record is used to support anfiywke conclusions obtained with regard to
SD. The main advantage of the SU record is thetfettthere are no large cities or industrial
centres abstracting water. Therefore, its discheggerd should reflect almost entirely natural
changes or changes due to global climate changediBlcharge records have been obtained
for two sites: Ust Pinega on SD (G8'N, 41°92'E) and Kalykino on SU (667'N, 45°87'E).
The locations of the sites are shown in Figuredndl data quality is discussed in section
3.2.1.

4.2. Hydrological characteristics of the SevernayBvina and Sukhona.

SD is the  largest river of the Arctic Ocean basin with rebo its discharge and as such is
considered a significant source of freshwater f@ Arctic Ocean (Petersaet al, 2002;
McClelland et al, 2004). Its mean annual discharge averaged e 832-2004 period is
3,331 ni s* and the mean annual discharge of SU averagedtiowdi915-1998 period is 449
m® s* (Table 4.1). Table 4.1 shows discharge charatievisf both rivers and Figure 4.1
shows their hydrographs. The average date fortisetaf ice cover on SD (at the Ust Pinega
site) derived from a data set covering the 197831@&riod (Vuglinsky, 2000) is 13

November, while the average date of ice melt i&\p6l. The river is not completely ice-free
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before the 13 of May on average. The average datethe onset and melt of snow cover,
derived from HSDSD data set (Armstrong, 2001) &hangelsk are 15 October and 17 May

(based on the period 1900-1994) and at Kotlas t6lk@c and 20 May (based on the period
1936-1994).

Table 4.1.Long-term arithmetic means rg®) of mean monthly discharge of SD and SU,
coefficients of variation (CV; %), and correlatiooefficients ) between discharge
time series of SD and SU. Data refer to the 18824 3geriod for SD and to the 1915-
1998 period for SuU. Sources: R-ArcticNet (Www.r-
arcticnet.sr.unh.edu/v3.0/index.html); Arctic RINI8tp://rims.unh.edu/data.shtml).

Month SD mean SU mean SD CV SU CV r
January 1,037 130 30.1 43.0 0.71
February 830 93 29.0 45.0 0.57
March 730 75 25.1 54.9 0.69
April 2,446 868 89.5 56.6 0.79
May 13,876 1,570 23.4 36.0 0.60
June 6,965 720 40.6 36.1 0.55
July 2,974 423 36.4 47.1 0.70
August 2,172 284 48.3 45.7 0.63
September 2,321 303 51.7 61.3 0.74
October 2,898 392 47.8 58.9 0.76
November 2,324 340 59.6 61.5 0.76
December 1,399 194 42.1 47.5 0.77

There is a close correlation between the monthdgldirge time series for both rivers (Table
4.1). The definition of hydrological seasons degead hydrological characteristics and the
purpose of investigation. From a purely statistaiht of view, the season with lowest flow,

when both rivers are frozen and discharge is losterels from December to March (DJFM).

From a point of regional importance, it is justifieo consider a second low-flow season,
namely July-August (JA). This is a season of highaern on a regional scale for inhabitants
of the SD catchment, as particularly the SD is irtga for water abstraction and especially
navigation in the summer months. Also, under caarsition of data quality issues, discharge

in the months without ice cover is estimated wiighler confidence than during winter
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(section 3.2.2)For both rivers, a high-flow season is defined g®ilAlune (AMJ) as a
distinct seasonal peak in discharge is observemhgltihese months following the spring ice
break-up and snowmelt (section 2.4.3). The SepteiNovember (SON) period is
characterised by atmospheric processes different those in July-August (Figure 2.7) and
has been assessed separately despite similar djseckialues in summer. Therefore, four
seasons — AMJ, JA, SON, and DJFM — have been useahalysis of seasonal discharge
records instead of the standard meteorologicabssas

(a) SD (b) SU
16000 1 2000 1
14000 4 -
- a =
12000 = 4E00 4
L w
“g 10000 &
% a0 E'I“-n
= 50D £
e, -~
£ o £ 55
il plOdnnln lanli
p+E B = i A L - i N B g/l = = ; - . D
Jan Feb M Bar May Jun Jid A Sep Dol Mow Des Jary Feb Mar Agr May Jun Jul Ay Sep 0ol Moy Dec
Mnnth Manih
18000 2500
16000 +
£~ 14000 -+ o~ 2000
12000 + o
£ E 1500
< 10000 + .
2 4 o
5 000 S 1000 4
S 6000 + 2
g 4000 4 I I 8 504 I
RERE Ll
1] + : + t t + t t t + + t + 0] b t L t L t t t t t t t t t

Jan Feb Mar Apr May Jun  Jul Aug Sep Oct Moy Dec
Month

Jan Feb Mar Apr May Jun  Jul Aug Sep Oct Mov Dec
Month

Figure 4.1. Hydrographs showing (a) average monthly disché&myes™) of SD and SU and
(b) spread of monthly discharge determinedldystandard deviation.

4.3. Long-term trends and variability in monthly discharge of the
Severnaya Dvina and Sukhona.

In this section, monthly and seasonal dischargerdscof the SD and SU are analyzed. The
discharge time series have been standardised hyastibg the long-term means from the
time series and dividing by the standard deviabbthe time series. Thereafter, time series

and statistical significance tests have been chroet to identify long-term changes in
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discharge. Both linear trend analysis (changesisnhdrge over time determined by linear

regression; Wilks, 1995) and the 21-point Hendefdtar (Henderson, 1916@)ave been used

to analyse the longer-term trends and variationthéntime series respectively, whereby the
21-point filter is useful in stressing anomalieattlast for two to three decades. The standard

t-test has been used to determine statistical gigni¢e of linear trends.

Figures 4.2 shows the time series of monthly digghdor SD and SU. Changes in monthly
discharge of both rivers (Figure 4.2) have not bleeear over the 20 century. The linear
trends in the 1882-2004 discharge records are tatistically significant at 0.05 in most
months and the amounts of variance explained bsatirirends are low (Figures 4.2). A
notable exception is a strong negative trend ind&dharge in September (explaining 5% of
total variance) and SU discharge in June (explgidi2% of the total variance). The SD June
record displays a similar tendency towards decrédseetheless, this trend is not statistically
significant at 0.05.

There were decades when significant anomaliessichdrge occurred, particularly in January,
March, and September. Between October and Marehhighest values of discharge were
observed in the 1920s — early 1930s.
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Figure 4.2. Monthly standardised discharge time series of 8® SU. The linear trends (red
line) and calculated values of ®o not reveal any statistically significant loregrh
changes in the time series. The 21-term Henderken(black bold line) reveals low-
frequency variability. + 2 from mean are shown as dashed lines.
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In January, March, and also between July and Sdqaehigh monthly discharge values were
frequently observed in the 1890s. The late 193G E9v0s were a period of very low
discharge in most months. A period between the 18&0s through to the 1970s has been
characterised by low discharge between DecembeMamdh. The 1990s were characterised
by frequent high monthly discharge values in Maktdy. The last two decades do not
exhibit consistently high discharge values. Thehbgy values, exceeding two standard
deviations, are observed primarily in the earliart@f the record, mostly prior to the 1940s.
However, these values should be treated with calwterause little information exists about
the quality of the earlier part of the record (&@tB.2.2) in contrast to the post-1940s period.
The only exception is the month of April when highlues of discharge were observed
frequently in recent years. This may be relatea t&trong increase in snow depth in some
regions of the SD basin, for example at Kotlas Feg5.6 1l b) and later melt of snow pack
(Figure 5.7 b). Inspection of monthly snow depthdiseries (sections 5.2.3) indicates that at
Kotlas, the snow depth during March has strongtyaased between 1990 (6 cm) and 1998
(60 cm), whereas at Arkhangelsk, the monthly sneptld in April (not shown) has increased
from 6 cm (1989) to 51 cm (1998) and declined thftee again.

Several changes observed over the SD catchmerdoaremented in literature as well for
Northern Russia and the Arctic basin. For examm&ceptionally warm and dry
meteorological conditions in the 1930s and 194@Qsstered in north-western Russia correlate
well with the period of low flow registered acrabe Arctic Ocean basin (e.g. Shiklomanov
et al, 2000). The discharge increase during sprinchér 1990s may be related to positive
snow depth anomalies (Serreee al, 2000). Also, annual river discharge has recently
received much attention, as it increased duringotst few decades across European Russia
(Georgievsky, 1998) and Northern Eurasia (Petees@h, 2002),

4.4. Long-term trends and variability in seasonal thcharge of the

Severnaya Dvina and Sukhona.

4.4.1. Dischargetrends since 1882
Figure 4.3shows the seasonal discharge time series for SC5andVhile neither time series
contains a statistically significant linear treradt the duration of record, there is pronounced
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low-frequency (decadal) variability in the recortisparticular, the 1920s and the early 1930s
stand out as time periods when discharge was amrage. By contrast, lower-than-average
discharge was observed in the 1930s-1940s angdhisd of low discharge continued well
into the 1970s (with a brief interruption in théeld 940s) in JA at both rivers. The lowest SD
discharge was observed in 1937 and in 1960, foliblawe 1967 and 1975. In the 1970s, low
flow was observed in SON at both rivers. During tbw-flow period of the late 1930s, it
extended into the winter months too. The last twoadles were characterised by relatively
high values of discharge. Nonetheless, seasoned@a® have not exceeded those observed in
the 1920s and at the beginning of the record. Tl Ame series for SD shows surprisingly
little interannual variability in comparison to ethseasons and standardised values of
seasonal AMJ discharge do not exceedatlFigure 4.3 a). A closer inspection of the
individual April, May, and June time series haswhdhat very often the concurrent months
(particularly April and May) exhibit opposite anolmea resulting in a low variability for the
whole season. The AMJ discharge of Northern Eumasigers is driven by snowmelt
(sections 2.2 and 5.2.3) and the observed patearonsistent with snowmelt occurring mostly
in April or less frequently in May. Interannual \aility in individual months of the season

(Figure 4.2) considerably exceeds interannual faditiain the AMJ record.

4.4.2. Dischargetrendssince 1936

Trends in seasonal discharge for the 1936-2004¢érave been estimated in addition to the
trends for the whole record to facilitate a comgami with other studies which mostly used

the post-1936 period. No linear trends, significan®.05, occurred in the post-1936 discharge
of SD during AMJ, JA, and SON. However, the wintag (DJFM) discharge has increased

significantly with a positive linear trend explangi 7% of the total variance in the time series.

4.4.3. Step changein annual discharge

A visual inspection of the time series has alseeaéed that a number of step changes have
occurred in the time series of seasonal dischardmth rivers. The SD records show that a
step change occurred in the JA time series in 19able 4.2 a) and in SON time series in
1937 (Table 4.2 b). The post-1930 period in thalissharge record can be further subdivided
into the 1931-1975 period characterised by loweschttirge and the 1976-2004 period
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characterised by higher seasonal discharge valiadsg 4.2 a). In 1972-1975 and in 1978, JA
discharge was two standard deviations below thenmidagh values of JA discharge were
typical between 1881 and 1930 although a numbdmigii discharge summers have been
observed after 1978. Similarly to JA, in SON diggeavalues above two standard deviations
from the mean were observed predominantly in thikeegart of the record (before 1953).
Step change has occurred in 1936 and 1976 (Taklé)4dividing the record into an early
phase with above-average SON discharge prior td6,18Bd below-average discharge
afterwards. More recently, seasonal discharge sdtage been close to average and seasonal

discharge value below two standard deviations filoermean was last measured in 1975.
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Figure 4.3. Seasonal standardised discharge time series @n8C5U. The linear trends (red
line) and calculated values of Bo not reveal a long-term change in the time serie
The 21-term Henderson filter (black bold line) ralédow-frequency variability. £ &
from mean are shown as dashed lines.
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The two-samplé-test has been used to test the hypothesis thadehéfied step changes in
SD discharge are statistically significant. The tess been applied to the following pairs of
samples:

® 1882-1930 and 1931-2004 as well as 1931-1975 an@-2000 for JA,

(i) 1882-1936 and 1937-2004 as well as 1882-1974 and-2004 for SON;

(iii)  1882-1937 and 1938-2004 as well as 1882-1923 apd-2004 for DIJFM.

The changes in JA discharge that occurred in 1934l as the change in SON discharge
that occurred in 1937 are significant at less @i. The change that occurred between 1975
and 1976 is significant at 0.07 (Table 4.2). The Atischarge record does not exhibit any
step changes in contrast to the JA, SON and DJEbtds.

Table 4.2. Statistical significance of assumed changes is@®d SD discharge. Means and
standard deviations of the before- and after-chaageples aren and g; the number
of years in a sample is.

(@) JA
Before ‘change’ After ‘change’ P
Season/Years| N m o | Season/Years| N m g

1882-1930 49| 2.869 1.068 1931-2004 T4 2.353 763 040/0
1931-1975 45| 2.21% 643 1976-200¢4 29 2568 888 0,71
(b) SON
Before ‘change’ After ‘change’ P
Season/Years| N m o Season/Years| N m o

1882-1936 55| 2.820 1.278  1937-2004 68 2.215 867 040/0

1882-1974 93| 2577 1.211  1975-2004 30 2.213 642 410,0

(c) DIJFM
Before ‘change’ After ‘change’ P
Season/Years| N m o | Season/Years| N m o
1882-1937 56| 1.042 365 1938-2008 66 956 229 0}12
1882-1923 42| 1.002 358 1924-20083 80 1.168 374 015
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The SU records also exhibits a step change in #89sl Nevertheless, the length of the
seasonal records does not allow to apply statisiésss with confidence to all seasons apart
from summer. In JA, the decline towards the minimafnthe 1930s-1940s began earlier than
at SD and was less abrupt. The higher flow peribd882-1920 and lower flow period of
1921-1998 are significantly different at 0.07 (TeaBl3).

Table 4.3. Statistical significance of assumed changes indis&harge of SU. Means and

standard deviations of the before- and after-chaageples aren and g; the number
of years in a sample is.

Before ‘change’ After ‘change’ P

Season/Years| N m o Season/Years| N m o

1882-1920 39 396 198 1921-199 332 146 0,07

152
~l
(o))

1921-1978 56 318 141 1979-199 369 156 0/21

=)
N
(@)

4.5. Long-term trends and variability in annual discharge of the Severnaya
Dvina and Sukhona.

Figure 4.4 shows annual average discharge timessé&r SD and SU. Neither time series
shows a statistically significant linear trend ftve duration of record. However, low
frequency quasi-decadal variability occurs simylaid the monthly and seasonal records.
Figure 4.5 shows pentadal discharge anomalies dtr bvers. The late 1930s-1940s were
characterised by very low values of SD dischargepdrticular, in 1937 the annual average
discharge was more than two standard deviatiormab#le long-term average. The 1960-75
period was also characterised by below-averagdaige and in 1960 annual discharge was
second lowest on record. An increase in annualagesdischarge at both rivers occurred
since the mid-1970s. Nevertheless, annual dischafgéhe last three decades has not
exceeded those values observed in the 1920s atide abeginning of the 0 century,

particularly at SD.

A visual inspection of annual average SD dischdyag indicated that a change in discharge
occurred in 1936-37The difference between the means of annual avetsgbarge of SD
calculated for the 1882-1936 and 1937-2004 pernwdsatistically significant at 0.005 (Table
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4.4 a). The length of the SU record does not alhoreliable evaluation of the significance of

changes that occurred in the 1940s, which wereacterised by reduced discharge. However,
there has been a clear change in SU discharge éet®@15-1975 and 1976-1998 with a

steady increase in annual average discharge (F&dr®). A positive linear trend explains

~15% of total variance in annual discharge betwkE®fb and 1998 (not shown) and is more

pronounced than a similar trend in the annual aeei@D discharge (7% increase between
1975 and 2004). The long-term means for th£915-1975 and 1976-1998 periods are

significantly different at 0.06 for SU but not f8D (Table 4.4).

Standardised discharge

(@) SD

£00

Standardised discharge

(b) SU

1940

Year

Figure 4.4. Annual average standardised discharge time steSD and SU. The linear
trends (red line) and calculated values 6fd@ not reveal a long-term change in the
time series. The 21-term Henderson filter (blackdbime) reveals low-frequency
variability. £ 20 from mean are shown as dashed lines. The moghledeatures are
the periods of low discharge values in the 19308%%nd in the 1970s.
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Figure 4.5. Pentadal anomalies of SD mean annual discha@#2{2004) and SU (1915-
1998). Anomalies have been calculated as the diifex between long-term arithmetic
means and discharge in a given pentad.
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A linear trend in annual discharge of SD since 1@%f shown) has as well been estimated to
facilitate comparison with the study by Petersbral (2002). As a whole, annual discharge
has increased with the positive trend explainir@gf# of the total variance remains slightly

below the level of statistical significance at 0(65 = 5.3), constituting a larger linear change
than during the post-1882 period (Figure 4.4 a).

Table 4.4. Statistical significance of assumed changes iruahdischarge of SD and SU.
Means and standard deviations of the before- ated-eliange samples ameand g;
the number of years in a sampléNis

(@) SD

Before ‘change’ After ‘change’ P
Season/Years| N M o | Season/Years| N m o
1882-1936 55| 3.502 679 1937-2004 68 3.180 526 0)005
1882-1975 94| 3.333 675 1976-2004 29 3.298 388 0)727
(b) SU

Before ‘change’ After ‘change’ P
Season/Years| N m o | Season/Years| N m o

1915-1975 61 426 113 1976-1998 43 468 83 0.062

4.6. Conclusions.

This chapter has shown results for trends in SD Sdddischarge. Both discharge records
span over a century and, in contrast to the digehtime series of the Siberian rivers, they are
neither affected to any significant extent by riflewv modification nor by water abstraction.
As such, these records provide a unique sourcefofmnation about climatically induced

changes in the freshwater discharge into the A@tean.
In contrast to previous results obtained by Peteetoal (2002) analysis of the longest

records available presented does not show significhanges in seasonal and annual

discharge of the " largest river (Table 2.2) draining the Arctic Oedaasin over a longer
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study period. Petersat al (2002) estimated changes in annual dischargbeos$iix largest
rivers of the Arctic Ocean basin (including SD)atele to 1936 when most records started
revealing a positive trend in discharge and regatirese trends to a potential impact on the
oceanic circulation. It has been shown in this wtilit annual discharge of SD in the 1936-
37 hydrological year was one of the lowest on récand it remained exceptionally low
during the 1935-39 pentad. A large duration of $iierecord indicates that 1936 marked the
beginning of a period of below-average dischargs tontinued until the 1970s. DJFM
discharge of SD has increased significantly betwkE®36 and the present. Nevertheless, this
trend does not extend to the full duration of rddarany season. Discharge observed prior to
1936 exceeded the current levels. Therefore, tiseme indication that freshwater influx into
the Arctic Ocean from the western part Bfiropean Russia has increased during tH2 20
century. Studies of hydrological variability in 8iia indicate that the 1930s were a period of
low flow too, similarly to SD, across the Siberisector of the Arctic Ocean (e.g. Yaepal,
2002; Yeet al, 2003; Yanget al, 2004 a; Yanget al, 2004 b) in line with the regional
climatic warming observed in the Arctic and sub4frcegions of Eurasia in the 1920s-1940s
(Chapter 2).

The following conclusions are drawn regarding tiselshrge trends:

e Linear trends in the seasonal and annual time searfiethe SD discharge are not
statistically significant at 0.05 for the duratiohthe records. Between 1936 and 2004,
DJFM discharge increased significandynotable exception is a strong negative trend
in SD discharge in September (explaining 4.9% tal teariance).

e Linear trends in seasonal and annual SU dischange $eries are not statistically
significant at 0.05 for the duration of the recordsnotable exception is a strong
negative trend in SU discharge in June (explaid®¥ of the total variance).

e The discharge records of SD and SU agree wellquéatily during the extremely dry
conditions experienced during the 1930s and 19A0:0, the increase in annual
discharge of both rivers since the 1970s, also as@lof lower-than-average annual
flow, agrees well.

« Pentadal and decadal oscillations are clearly sspein the discharge time series.

* Pronounced step changes in the annual dischargesgnes occurred in 1936/37 (SD)
and 1975/76 (SU). Three phases have been ideniifitioe discharge time series of
SD: (i) the 1882-1936 period was characterisedhayHighest annual discharge on
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record; (ii) the 1937-1975 time period exhibited towest annual discharge; (iii) after
1976, annual discharge has been close to average.

* The lowest annual SD discharge was observed duhagpentads 1935-1939 and
1970-1974. The lowest annual SU discharge was wbdeduring 1940-1944 and
1970-1974.

« The highest annual SD discharge was observed dtiegentads 1900-1904 and
1925-1929. The highest annual SU discharge wasnaaseaduring 1955-1959 and
1990-1994.

The possible causes of the uncovered hydrologeability of SD and SU and its links with
climatic variability are discussed in the next dieap

108



Chapter 5. The links between variability in dischage of the
Severnaya Dvina, regional climatic variability, and distant

atmospheric forcing.

5.1. Introduction.

Regional climatic variability is the main factorfedting changes in river discharge and
catchment’s discharge in the absence of significaanges in basin physiography and river
flow regulation (Krasovskaia, 1994). Over long pde of time, when changes in a
catchment’s storage tend to zero, a catchment'shdige can be approximated as the
difference between precipitation and evaporatiamé¢3, 1997; Peat al, 2001). In turn,
variability in regional temperature strongly affe@vaporation. Therefore, these two climatic
variables (precipitation and temperature) are afmary importance to discharge. In cold
regions, where precipitation accumulates as snak, fgae duration and extent of snow cover
are important controls over river discharge. Theants of changes and fluctuations in the
above-listed climatic variables on discharge ofrikiers of the Arctic Ocean basin have been
discussed in section 2.5. It has also been shoatwriability in atmospheric circulation,
both regional (synoptic-scale) and large-scalee€mhnection patterns), controls changes and

fluctuations in these climatic variables.

This chapter discusses links between regional angeiscale atmospheric forcings and
discharge of SD. Links with SU are not discussedtizo reasons: Firstly, the discharge
record of SD is far longer in most months (188240Ban of SU (1915-1998, except for JA
season; section 3.2.1). Secondly, SD is the majer m north-western Russia considered by
other studies (Petersa al, 2002; McClellancet al, 2004, 2006), whereas SU is a relatively
small one (section 1.2)After a discussion of the relationships betweewltisge of SD with
regional and local precipitation, temperature, @fte precipitation, sea level pressure, and
characteristics of snow cover (section 5.2), theptér proceeds to discuss the relationship
between discharge and the main NH teleconnectiotterpa (section 5.3) and the

relationships between teleconnection patterns hméie within the SD basin (section 5.4).
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5.2. Links between discharge of the Severnaya Dvina andariability in
regional climate.

5.2.1. Precipitation
Two precipitation data sets, whose quality is dssedl in section 3.8ilave been employed to
quantify the relationship between SD dischargelaoal and regional precipitation:

(1) Monthly and seasonal precipitation time series fokhangelsk (62 60'N,
40°50E; 1881-2003) derived from DSS UCAR
(http://dss.ucar.edu/datasets/ds570.0/)

(i) Monthly and seasonal precipitation time series ayed over the SD catchment
area (defined here as 58°H8; 40-50 E; 1901-2000) derived from Newt al
(2000) high-resolution data set.

Monthly and seasonal precipitation time series stiewn in Figures 5.1 and 5.Zhe
Arkhangelsk records show that monthly precipitatiotals for the individual months during
the cold season (November-March) have increased ttreeperiod of observation. Linear
trends, statistically significant at 0.05, explaetween 7% (March) and 23% (December) of
the total variance in the monthly time series. Srakprecipitation time series (Figure 5.2)
reveal positive linear trends in the spring (AMaytumn (SON) and winter (DJFM)
explaining 12 %, 25% and 30% of the total variamespectively. In contrast, rainfall
remained unchanged over the JA low flow season. difages in the spatially-averaged
(regional) monthly and seasonal regional precijpitatime series (Figure 5.1 and 5.2) are not
entirely consistent with changes at Arkhangelskeréhis a moderate correlation between the
two time series (r = 0.51), suggesting that botlorgs share no more than 25% of variance.
The regional time series do not exhibit any stiatdiy significant linear trends. The lack of
consistency between the two time series can beamqal either by different trends occurring
over the SD basin as a whole and in its northerh(pakhangelsk) or by the lack of internal
consistency in the spatial data whereby the nurobstations and their location have changed
over time (section 3.3.1). The question arise®dld spatial agreement of trends in different
areas of the SD catchment. Thus, the records ohargelsk (in the northern part of the
watershed) have been compared with the statiomdead Kotlas located in the middle part
of the basin (for time series see Appendix 1). TKetlas records show that monthly
precipitation totals have increased between OctabhdrApril over the period of observation.
Linear trends, statistically significant at 0.05xpkin between 8% (April) and 32%
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(December) of the total variance in the monthlyetiseries. Both Arkhangelsk and Kotlas
show their strongest linear increase during Decembkile the weakest significant rise is

confined to March (Arkhangelsk) and April (Kotla§easonal precipitation at Kotlas has not
changed linearly over time with the exception ofFBl) where a strong increase occurred
accounting for 32% of the observed variance (Appeif)d As a whole, agreement between
the winter (DJFM) time series from the two statiemsnoderate (r = 0.42, significant at less

than 0.01) whereas annual agreement is far loneO(LL5, not significant at 0.05).

Correlation coefficients, concurrent and with titag, have been calculated to quantify the
relationships between regional and local rainfad discharge (Tables 5.1 and 5.2). There is a
strong positive correlation (> 0.65) between thgiaeal rainfall and SD discharge between
July and September for the concurrent months atid evie-month time lag (rainfall leading
discharge) (Table 5.1 a). SD discharge and concuared preceding rainfall between October
and December correlate moderately (r ranging beivde2 and 0.5). A weak (but statistically
significant at 0.05) and persistent correlationussdetween discharge in May (the month of
highest flow) and precipitation in the previousisgrand winter months. The low values of
correlation coefficients are unexpected of a cawmtinwith continuous winter-spring snow
cover. Correlation coefficients between the SD lthsge and the precipitation time series for
Arkhangelsk display similar pattern but are weaK&able 5.1 b). This is because
Arkhangelsk is located at the outlet of SD andaeagi precipitation has a smaller influence
on SD discharge in contrast to the catchment-aeerggecipitation. There is a weak (but
statistically significant at 0.05) negative cortiEla between winter and spring precipitation at
Arkhangelsk and summer discharge of SD. This negatorrelation may be explained by
random chance because it is possible to obtairststatly significant association between
discharge and a series of random numbers (Phidlims McGregor, 2002). Correlation of
seasonal time series of the SD discharge and Bpatieeraged precipitation has revealed a
strong link between JA precipitation and JA disgeaas well as between JA precipitation and
SON discharge (Table 5.2). It should be pointedtbat the lack of a long-term trend in the
spatially-averaged precipitation time series is sitstent with the lack of statistically

significant long-term linear trend in the SD disgj@time series.
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40°50’E) and for the SD catchment (1901-2000). Datzehzeen derived from Neat
al. (2000) gridded data set and averaged over tlohroant of the SD (58 — 85I, 40
— 50E). Linear trends are shown in red (on Arkhangelata), Henderson filter in
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Figure 5.3. shows the time series of seasonal magiprecipitation against seasonal SD
discharge for the overlap period (1901-1995). Theoeiation between precipitation and
discharge is positive in all seasons, i.e. positaiafall anomalies drive positive discharge
anomalies, and vice versa. As it has been alrehdwyrs with regard to JA temperature, the
correlation between JA precipitation and JA disghkais highest of all seasons, which is in
line with the positive correlation between the twariables (r = 0.52; Table 5.2). As can be
seen, low (high) precipitation in JA directly tréates into low (high) discharge events
throughout the record, most notable during thel®30s and early 1970s, and also during the
strong JA discharge events of 1904, 1909, 1923819994, and 1998. The other seasons
show moderate agreement (r in AMJ: 0.30; r in SOIS86) and do not take into account the
lagged impacts, whereby precipitation in a givelassa often affects the discharge in

subsequent seasons.
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Table 5.1. Correlation coefficients between monthly precipaatand monthly discharge of

SD.

(a) Regional precipitation averaged over the Sxhsaent (65-58\ and 40-50E; 1901-
2000) (Newet al, 2000). Discharge months are shown in blue aedipitation months in

red. Correlation coefficients significant at 0.08 ahown (> 0.20).

Jan| Feb| Mar Apn May Jun| Jul| Aug|l Sep| Oct| Nov| Deg
Jan
Fep | 0.28
Mar | 0.24
Apr
May | 0.22 | 0.21 0.28] 0.2§
Jun 0.24
Jul 0.67| 0.35
Aug 0.27| 0.66| 0.34
Sep 0.41| 0.65
Oct 0.31| 0.47| 043 0.31
Nov 0.37 0.52
Dec 0.31 0.44| 0.33

(b) Precipitation station data for Arkhangelsk %@#N, 4°50'E; 1881-2003). Correlation
coefficients significant at 0.05 are shown (> 0.18)

Jan| Feb

Mar Apr | May

Jun

Jul | Aug| Sep

Oct| Nov Dec

Jan

Feb

Mar

0.22 | 0.27

Apr

0.23] 0.25

May | 0.20

0.19

Jun

-0.23

Jul -0.19

Aug -0.20

0.21| 0.33

Sep

Oct

Nov

0.39

Dec

0.34

Table 5.2. Correlation coefficients between seasonal regiprecipitation (65-58\N and 40-
50°E; 1901-2000) (Newet al, 2000) and seasonal SD dischar@nly values
significant at 0.05 are shown.

AMJ precipitation

JA precipitation

SON precipitatio

AMJ discharge 0.33
JA discharge 0.35 0.52
SON discharge 0.63 0.37
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5.2.2. Air temperature
Two mean air temperature data sets have been asphntify the relationship between SD
discharge and regional and local precipitation:
1. Monthly and seasonal precipitation time seriesMidthangelsk (6260’ N, 4050’ E),
1881-2003, derived from DSS UCAR (http://dss.uchr/datasets/ds570.0/);
2. Monthly and seasonal precipitation time series ayed over the SD catchment area
(58-65 N; 40-50 E), 1901-2000, derived from the Neawal (2000) high-resolution
data set.

The quality of Data sets is discussed in secti@ Bhe monthly and seasonal temperature
time series are shown in Figures 5.4 and B1&nthly temperatures at Arkhangelsk reveal
positive linear trends (significantly at 0.05) beem March and June, and also in October,
over the period of observations. The seasonal semnies reveal a significant increase during
the AMJ season since 1881.

An important feature of the temperature time seises warming observed during the 1930-
1940s. This phenomenon, known as the ‘earlly @ntury Arctic warming{Bengtssoretal.,
2004; section 2.4.2.1), affected the Arctic Oceasirb (extending as far south as’ b in
western Siberia) being particularly well expressethe Barents Sea sector (which is closest
to the SD catchment). With regard to the SD catefijitee warming of the 1930-1940s was
particularly well expressed over the northern parthe catchment (station Arkhangelsk)
between July and November (Figure 5.3). The warnuagelated well with drier-than-
average climate (Figure 5.1; Paetial., 2001) and low SD discharge (Figure 4.2). Follayvi
the warmer 1930s-1940s, mean air temperaturesneéclintil the 1970s in most months
(Figure 5.1). The last two decades of th& 2@ntury and the beginning of theS2dentury
were characterised by increasing air temperatwatke the warming of the 1930s-1940s,
which predominantly affected the high latitude€afasia (Bentssoet al, 2004; Johanessen
et al, 2004), the recent warming trend — evident atharigelsk and over the SD catchment —
has been observed over most terrestrial regiora(&ssert al., 2004; Serreze and Francis,
2006; section 2.4.2.1). The recent warming trendl$® evident in most months with the

exception of SON season, which does not exhibiaaming trend (Figure 5.5).

Correlation coefficients between air temperaturé 8B discharge time series, concurrent and

with time lag, have been calculated to quantify tblationship between air temperature and
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SD discharge (Tables 5.3 and 5.4). SD dischargevemgt June and August correlates
negatively with air temperature in the concurremd @receding months. These correlations
are driven by (i) the impact of enhanced evapomnatio discharge and (ii) by the fact that in
north-western Russia the warm spring and summerthmaare also the dry ones (blocking
anticyclones forming over Scandinavia and northteres Russia lead to warm and dry
conditions). The negative correlation between tBed&charge in summer and the preceding
winter-spring months (in particular April) reflette impact of air temperature on snow cover
(section 5.2.3). By contrast, positive correlatibesween air temperature and discharge occur
between October and April mostly in the concurneranths reflecting temperature control
over river ice formation in November-December (®uzy and Soldatova, 1996) and over
snowmelt between February and April (Richard andt@n, 2001). Snowmelt in the SD
basin begins on average between tH& df0April in the south-western part of the catchimen
and the 38 of April in the north-western catchment part (Yel&llison, 2003). The highest
positive correlations are therefore between Apisckarge and April air temperature (0.75)
(Table 5.3). With regard to seasonal dischargeh tioé concurrent JA temperature and the
preceding AMJ temperature shape JA discharge, walrelation coefficients ranging
between -0.36 to -0.43 (Table 5.4).
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Figure 5.4. Standardised monthly mean air temperature at arghlsk (1881-2003;
64°60'N, 40°50’E) and for the SD catchment (1901-2000). Dateehiaeen derived
from Newet al (2000) gridded data set and averaged over tlohmo&nt of the SD
(58 — 65 N, 40 — 50E). Linear trends are shown in red (on Arkhangelska),
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Figure 5.5. Standardised seasonal temperature at Arkhangdld881-2003; 6260'N,
40°50’E) and for the SD catchment (1901-2000). Datsehzeen derived from Neat
al. (2000) gridded data set and averaged over tlhmant of the SD (58 — 85, 40
— 50 E). Linear trends are shown in red (on Arkhangelata), Henderson filter in
black.

Figure 5.6. shows the time series of seasonal magiair temperature against seasonal SD
discharge for the overlap period (1901-1995). Toeetation between air temperature and
discharge is negative in AMJ and JA, whereby pasitair temperature anomalies are
associated with below-average discharge eventsyiaadrersa.
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Figure 5.6.Regional seasonal air temperature versus seaS@ndischarge (1901-2000). t =
temperature, Q = discharge.

Table 5.3. Correlation coefficients between monthly air temgture and monthly SD
discharge.

(a) Regional temperature averaged over the SD matich (65-58\ and 40-56E) (1901-
2000) (Newet al, 2000). Discharge months are shown in blue anpésature months are
shown in red. Correlation coefficients significant).05 are shown (>0.20).

Jan| Feb| Mar Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deg
Jan
Feb | 0.26
Mar | 0.25
Apr 0.28 | 0.75
May 0.20
Jun -0.32| -0.67| -0.49
Jul -0.20| -0.27| -0.30 -0.42 -0.2p
Aug -0.28 -0.35 -0.24
Sep -0.21| -0.21 -0.36
Oct -0.30
Nov -0.26 0.21] 0.21
Dec -0.25 0.27

122



(b) Temperature at Arkhangelsk {68’'N, 40°50’E; 1881-2003).Discharge months are
shown in blue and temperature months are showadnCorrelation coefficients significant
at 0.05 are shown (>0.18).

Jan| Feb| Mar Api May Jun| Jul| Aug Sep| Oct| Nov| Deq

Jan

Feb | 0.20

Mar | 0.18

Apr 0.24 | 0.66

May 0.21

Jun -0.32| -0.60| -0.28

Jul -0.24| -0.24| -0.49 -0.22

Aug -0.20 -0.39] -0.19

Sep -0.27

Oct -0.24

Nov 0.39

Dec 0.34

Table 5.4. Correlation coefficients between seasonal tentpezs at Arkhangelsk (680°N,
40°50’E; 1882-2003) and seasonal SD discharge. Orllyesasignificant at 0.05 are

shown.
AMJ temperature JA temperature SON temperature
AMJ discharge -0.21
JA discharge -0.43 -0.36
SON discharge -0.24

During SON and DJFM, the correlation turns positivee highest correlation (r = -0.33) is
found for the JA season. For example, it can be #e& in particular the 1930s show positive
temperature anomalies connected with dischargddiow the long-term arithmetic mean.
Individual years (such as 1972 and 1973) with pumed low flow in JA correspond well
with strongly positive temperature anomalies. Agaime lack of agreement between the
simultaneous temperature impact and dischargeermAtdJ, SON, and DJFM hydrological

seasons points towards the fact that the respdrdisalarge often is often lagged.

5.2.3. Snow depth and duration of snow cover

Figure 5.7 shows the time series of snow depth umedsat three sites located in different
sectors of the SD basin: Arkhangelsk (1900-200fpjagenting the northernmost part of the
catchment, and Koynas (1924-2001) and Kotlas (ZB®%t) located in the central part of the
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catchment. All three sites are on average charaeteby the onset of snow cover in October
and complete melt in May. Two time series of snapt are presented for each station:
October-May (O-M; termed ‘snow cover season’) ageranow depth (Figure 5.5 1) and
March (the month of maximum accumulation) snow dgitigure 5.5 Il). Duration of snow

cover is also discussed. Details of the two stadi@mia sets are discussed in section 3.3.1.

As it has been shown in section 2.4.2.2, ambigexigts about trends in snow depth and
duration of snow cover in Eurasia including northéEuropean Russia and trends at
Arkhangelsk, Kotlas, and Konyas do not entirelyeggwith some of the published results.
The long-term trends in snow depth time serieJiciober-May (Figure 5.7 1) differ between
the three sites. At Kotlas, the strongest lineardase in snow depth during the snow cover
season is observed with the linear trend accoumind8% of the total variance (Figure 5.7 I-
b). Linear trend explains 21% of the total variaircéhe March time series (Figure 5.7 11-b).
This agrees well with the conclusions by Fakttal (1997), Yeet al (1998), and Popova
(2005) who found that snow depth has been incrgdsitthe second half of the 2@entury

in northern Russia (section 2.4.2.2). The linearaase in snow depth at Koynas has been
less pronounced and accounts for about 10% in thetine series (Figure 5.5 I-c) and 5%
in the March time series (Figure 5.7 lI-c). In aast to Kotlas and Koynas, snow depth has
not changed significantly at Arkhangelsk betweef@(l@nd 2001. The Kotlas and Koynas
records indicate that the warm 1940s were chaiaeteby low snow accumulation and the
same is evident from the Arkhangelsk snow deptbrceéor March (Figure 5.7 lI-a). These
trends are in line with a general reduction in giation observed across the SD catchment
in the 1940s (Figure 5.2). Trends in snow deptthi second half of the #Ccentury vary
across the region. At Kotlas (Figure 5.7 I-b ant)llsnow depth increased steadily towards
the end of the 2Dcentury, while at Koynas (Figure 5.7 I-c and lisgpw depth peaked in the
1960s.

It should be note that the Arkhangelsk snow deptte tseries is characterised by a sharp
change in the values of snow depth that occurrdd®@8-64. Analysis of the snow depth data
quality by Breilinget al (2006) has not produced an explanation for thenge. A similar
change in snow depth values has been noted by Reatlal (2006) who assessed variability
in liquid and solid precipitation over the six larlorthern Eurasian watersheds for the period
between 1936 and 1999 (section 2.4.2.2).

() Snow depth averaged for the snow cover (O-8&&ssn
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Figure 5.7. Average snow depth at Arkhangelsk, Koynas andaisdor (I) October-May and
(1) March (based on Breilingt al, 2006).

Upon personal communication, Dr Rawlins (Universdly New Hampshire, USA) has
confirmed that a sharp change in snow depth iMthée Sea region during the early 1960s is
evident from both the Newt al (2000) and Willmott and Matsuura (2001) data .sBis
Rawlins and his co-workers investigated possibleas of error in Data sets and have not
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uncovered any systematic errors in either siol@pth measurements or winter precipitation
measurements. Note that the application of a ctoredactor to precipitation data for the
FSU area (37-70N, 25-140 E) in 1966-67 (Groismamt al, 1991; section 3.3.1) has
occurredafter the observed sharp change (1963-64) in snow deptiikhangelskThe two-
samplet-test (section 3.4) has been applied to test fuwssible step change around 1963-64.
As a result, the sharp drop at Arkhangelsk corssta significant change point at 0.05.
Therefore, an early phase (between 1901 and 19@B) above-average snow depth is
distinguished from a later phase (1964-2001) wélow-average snow depth values.

Figure 5.8 shows the time series of the onset antptete melt of snow pack, and duration of
snow cover in the northern (Arkhangelsk) and cér{tatlas) areas of the SD catchment
(data for Koynas are not available). It should b&d again that, although the Arkhangelsk
time series is the longest of all meteorologicaleseused in the study, it lacks data between
1920 and 1925 that have been replaced by the kmng-arithmetic mean values (section
3.3.1). Therefore, the snow depth values giverHerfirst pentad of the 1920s should not be
used when linking it to discharge changes in tlaatiqular period. However, for the purpose
of identifying linear changes over the centennaktspan in the northernmost SD catchment,
the Arkhangelsk record remains invaluable.

At both sites, the onset of snow cover occurretiezan the 1980s-1990s in comparison with
the earlier years (e.g. 1950s) although consideralér-annual variability was evident during
these two decades. This is in line with conclusionp&’e and Ellison (2003; section 2.4.2.2).
Over the duration of record, the date of onsetnafascover has not changed in the northern
part of the catchment (Arkhangelsk; Figure 5.8 @) the melt of snow cover (Figure 5.8 b)
started significantly later over time, with thedar trend accounting for 12% of observed
variance. The opposite is true at Kotlas, whereaifiget of snow cover started significantly
earlier (linear trend accounting for 5% of varianEeure 5.8 a), whereas no change in the
end of snow season is apparent since 1936.

Overall, the total length of the snow cover sedsas significantly increased since 1936 over
different parts of the SD catchment either by atie¥astart of snow cover formation and/or a
later melt. The linear trend in the total duratafrthe snow cover season at both Arkhangelsk

and Kotlas accounts for over 6% of the observecmae in the time series dating back to
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Figure 5.8. Dates(Julian day) of (a) the onset, (b) complete meltsnbw pack and (c)
duration of snow cover season at Arkhangelsk (1990and Kotlas (1936-94

1900 and 1936Figure 5.8 c), whereas the linear increase at @mglelsk accounts for 10% of
the observed variance after 1936 (not shown). Thesidts agree with Ye and Ellison (2003)
who concluded that the duration of the snow coeasen in northern European Russia has
shifted between 1937 and 1994 towards an earlieetcand earlier melt leading to an overall

increase in the length of snow season by aboutdays per decade (section 2.4.2). Groisman
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et al (1994 a) suggested that a positive feedback tgselsetween air temperature and snow

pack: an earlier melt increases surface temperattgeEurasian land mass.

Table 5.5 illustrates the links between snow deptimplete melt of snow pack, and seasonal
discharge since 1936 moderate relationship is evident between snow dap#arkhangelsk
during individual winter months (December, JanuaPgbruary, and March) with the
following AMJ high flow season and the SON seaddowever, snow pack depth does not
affect the JA and DJFM discharge (Table 5.5 ™)e end of the snow cover season in
Arkhangelsk exhibits a positive relationship wiktle tJA season (Table 5.5 c), suggesting that

a later end leads to higher summer discharge.

Table 5.5. Correlation coefficients between (a) monthly snoeptth at Arkhangelsk, (b)
monthly snow depth at Kotlas, (c) end of snow seasoArkhangelsk, and seasonal
discharge of SD (1936-2001). Only coefficients gigant at 0.05 (> 0.21are shown.

(a) Snow depth at Arkhangelsk

Discharge| Oct Nov Dec Jan Feb Mar Apr May
Season

AMJ 0.27 0.36 0.30 0.27

JA

SON 0.45 0.35 0.30 0.31

DIJFM

(b) Snow depth at Kotlas

Discharge| Oct Nov Dec Jan Feb Mar Apr May
Season

AMJ 0.26 0.31 0.33

JA 0.30

SON 0.29

DIJFM

(c) End of snow season at Arkhangelsk

Discharge season Complete melt of snagw
pack at Arkhangelsk

AMJ discharge

JA discharge 0.28

SON discharge

DJFM discharge
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5.2.4. P-E (effective precipitation)

The question arises whether P-E is a useful corinegot environment with seasonally frozen
water storage (following personal communication hwiDr Hannah, University of
Birmingham, UK). The author of this study arguest thithough solid precipitation is indeed a
major component of the hydrological budget of nevdstern Russia — snow cover lasts from
160 to 200 days within the SD catchment (Figurd P-it is significant to consider P-E as a
measure of water that is effectively available fonoff and discharge generation (see, for
example, Serrezet al (2003 a) considering monthly P-E values over hNem Eurasia).
Furthermore, even in winter, evaporation occurs (fmnthly maps refer to Serreee al,
2003 a). Therefore, P-E is different from raw ppéeition not only during the warm half of
year but also during the cold half. It is regrelfgakhat no information is available on
evaporation (monthly long-term time series), whiebuld be another measure for studying
meteorological changes in the region.

Monthly values for P-E at the 850 hPa geopotefgadht surface have been obtained from
the NCEP/NCAR reanalysis data set (Kalnety al, 1996) and averaged over the SD
catchment (58-65N, 40-50 E) for the 1948-2000 time period. The quality lo¢ treanalysis
data is discussed in section 3.3.2. It should beeddriefly that although temporal
discontinuities in the reanalysis data inevitabbgwr in Data set due to the differences in
amount and quality of the assimilated data, thdisturegion is not affected strongly because
a relatively dense rawinsonde network exists in $bhb-Arctic area of European Russia
(Serrezeet al, 1995).

Figures 5.9 shows climatology of the mean monthE ¥alues and Figure 5.10 illustrates the
variability in spatially-averaged P-E seasatrake series between 1948 and 200Btoughout
the year, P-E remains positive in the SD catchmetit the exception of slightly negative
values in the southern part of the catchment dutulg, which is consistent with the negative
P-E budget over large land areas of Eurasia (S=geal, 2003 a). Monthly totals of P-E
over the SD catchment (Figure 5.9) peak in Septei@ober due to the combined effect of
a stronger vapour flux convergence and a strongoseh decrease in water vapour storage,
being consistent with the other Arctic drainageimmgSerrezeet al, 2003 a). The lowest
values over the SD catchment are observed in sartyner (June). This finding agrees with
the study by Serrezs al (2003 a), who highlight that effective precipibatis at a minimum
over Eurasia in summer due to high evapotranspiratvhile, at the same time, the static

stability is reduced after snowmelt convective meptof land surfaces resulting in high
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precipitation (Serreze and Hurst, 2000). Monthlfeetive precipitation has been plotted
along with monthly discharge for comparison. It tenseen that both factors are not moving
in common. P-E decreases from October to Junerameases from June to October, whereas
discharge shows a rapid increase in spring, a pedWay, and a decline thereafter. The
disagreement between the two factors underlines fu¢ that discharge often lags

precipitation (Table 5.6).

85 16000
-+ 14000
e 112000 _
f\; ool 110000
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Month E=PE ——0

Figure 5.9. Monthly P-E (kg mi s™) at the 850 hPa surface averaged over the SDmattth
(58-65N, 40-5CE) and monthly SD discharge, shown together in otmemphasize
the relationship between the two.

Two seasonal P-E time series for SON and DJFM @éximégative trends in effective
precipitation significant at 0.01 and explaining%d5and 13% of the total variance
respectively. Although the negative trend in theNSB-E time series is consistent with a
decrease in precipitation in the SD catchment (féigb.1), trends computed from both
gridded precipitation data set (Neat al, 2000) and reanalysis data should not be taken at
face value as they can be influenced by the amauodt quantity of the assimilated data
(Kistler et al, 2001; Rawlingt al, 2006). In particular, a divergence of trendshie winter
precipitation time series for Arkhangelsk and tiie catchment has been noted. Little change

has been observed during the warm part of the aiaough the very low value of effective
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precipitation should be noted in the mid-1960s andhe early 1970s when some of the

hottest and driest summers on record occurred 1848 and 1972).

The links between P-E at the 850 hPa geopotengighh level and seasonal SD discharge
have been established for the 1948-2000 period |€Ta&k6). The monthly correlation
coefficients (Table 5.8 a) are highest during sumwi¢h June and July P-E influencing the

July and August discharge (r = 0.58).

Table 5.6.Correlation coefficients between monthly P-E (aged over the SD catchment,
58-65 N, 40-50 E) and (a) monthly and (b) seasonal SD dischat§@48-2000).
Discharge months are shown in blue and P-E momnthsteown in red. Coefficients
significant at 0.05 (> 0.2 4re shown.

(a) Monthly P-E versus monthly discharge

Jan| Feb| Mai Apr | May| Jun| Jul| Augl Sep| Oct| Nov Dec

Jan

Feb

Mar

Apr

May

Jun 0.38

Jul 0.58

Aug 0.58

Sep 0.44

Oct 0.32

Nov 0.44

Dec -0.32

(b) Monthly P-E versus seasonal discharge

Jan| Feb| Mar Apr | May | Jun| Jul| Aug| Sep| Oct| Nov Dec
AMJ 0.27 0.33
JA 0.42| 0.45
SON | 0.28 0.36] 0.31
DIJFM 0.32

Generally, effective precipitation leads dischabgeone month. The correlation coefficients
betweenP-E and discharge agree well with those betweetiptation and discharge (Table

5.1 a) during the summer months (r > 0.42).
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Figure 5.10. Seasonal standardised time series of P-E atbéBa surface derived from the
NCEP/NCAR reanalysis and averaged over the SD caoh(1948-2000).

5.2.5. Sealevel pressure (SLP)

Figure 5.11 shows the seasonal time series of $tdhberth and Paolino, 1981) over the SD
catchment (58-65N, 40-50 E). The AMJ time series does not reveal any lingeanges,
while JA SLP increased slightly, and SON and DJAMP Slecreased slightly. Note the high
SLP values during JA in the late 1930s are assatiaith low discharge.

Table 5.7 quantifies the links between SLP averapyen the SD catchment and seasonal SD
discharge between 1899 and 2004. The summer SlaBs@ciated with both summer and
autumn discharge with correlation coefficients iaggbetween -0.40 and -0.56. The
underlying mechanism is straightforward: In Eurap&assia, the warm summer months are
also the dry ones (Shahgedanova, 2002). Thus, grggsure in summer leads to warm and
dry conditions across the watershed, thereby redutie JA and SON discharge of SD. This
shows that during this time of year, the regionetutation over the SD catchment is more
important than distant forcing. However, in the estmonths, regional climate is less
important, given that large-scale atmospheric fagddecomes more dominant, as is discussed

in the following section.
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Table 5.7. Correlation coefficients between SLP over thelf#Bin and SD discharge (1899-

2004).

(a) Monthly SLP averaged over the SD catchment5&BF and 40-56E; 1901-2000)
(Trenberth and Paolino, 1981). Discharge monthsshosvn in blue and SLP months in red.
Correlation coefficients significant at 0.05 arewh (> 0.20).

Jan| Feb

Mar

ApI

May

Jun

Jul | Aug

Sep

Oct

Nov|

Dec

Jan

Feb

Mar

Apr -0.21

-0.20

May -0.22

Jun

-0.22

-0.27

Jul

-0.56

-0.24

Aug

0.20

-0.23

-0.48

-0.34

Sep -0.24

-0.55

Oct

-0.41

-0.39

Nov

-0.21

-0.27] -0.26

-0.3

[02)

Dec

-0.19

-0.37

(b) Seasonal SLP averaged over the SD catchmerbg®b and 40-58E; 1901-2000)
(Trenberth and Paolino, 1981). Discharge monthsshosvn in blue and SLP months in red.
Correlation coefficients significant at 0.05 arewh (> 0.20).
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Figure 5.11.Seasonal standardised SLP time series averagednav€D catchment (58-865
N, 40-5C E; 1900-2004).
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5.2.6. Cumulative variance explained by regional climatic factors.
Table 5.8. displays the amount of variance accaumbe by the various meteorological

variables.

Table 5.8. Cumulative variance in the seasonal dischargen®fSD explained by regional
climatic factors (1882-1995). p = precipitation Atkhangelsk, t = temperature at

Arkhangelsk. Total variance explained is highlighte bold.

(@) AMJ
Meteorological variables Variance explained (%) Curalative variance (%)
p DIFM 11.36 11.36
t AMJ 7.86 19.22
t AMJ 0.97 20.19
(b) JA
Meteorological variables Variance explained (%) Curalative variance (%)

t AMJ 17.85 17.85

tJA 8.75 26.60

p JA 6.48 33.08

p AMJ 2.04 35.12

(c) SON
Meteorological variables Variance explained (%) Curalative variance (%)
p JA 9.21 9.21
t JA 3.07 12.28
(d) DIFM
Meteorological variables Variance explained (%) Curalative variance (%)

p SON 20.10 20.10
p JA 18.6 38.70
t JA 2.54 41.24
t AMJ 1.96 43.20
T DIJFM 3.66 46.86
t SON 1.11 47.97
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In the previous sections the time series of rediometeorological characteristics and their
links with SD discharge have been discussed, imafucthean air temperature (section 5.2.1),
precipitation (section 5.2.2), snow cover (sec&o® 3), P-E (section 5.2.4) and SLP (section
5.2.5).Cumulative variance in SD discharge explained lnyperature and precipitation has
been calculated. Results are shown in TableTh8se two variables have been employed due
to their fundamental influence on discharge and akscause they are simulated by regional
climate models and statistical downscaling packai®gby et al, 2004). The latter is
important with regard to future projections of SiBatharge.

Regional and local factors exert little influenoceen SON discharge explaining no more than
12% (Table 5.9 c), whereas variability in DJFM tiage is well explained with regional
factors accounting for nearly half the observedarare (Table 5.8 d). Between 20% and 35%
of total variance in discharge time series is d@rpld by variability in local and regional
climate in AMJ (Table 5.8 a) and JA (Table 5.8 Bgasonal discharge is controlled by
variability in meteorological conditions during bothe simultaneous and preceding seasons
impacted by meteorological influences during presiseasons.

5.3. Links between discharge of the Severnaya Dvina angleconnection

patterns.
It has already been shown in the literature re\i@wapter 2) that teleconnections operating
in the Northern Hemisphere force inter-annual amigéridecadal variability in local and
regional climatic factors that, in turn, control Sidscharge. Therefore, it is important to
examine the relationships between the main NH deleection modes and SD discharge.
Two methods have been used to analyse these links.
Firstly, correlation and stepwise regression areysave been used to link seasonal averages
of SD discharge with two sets of monthly telecotimecindices (concurrent and with a time
lag) (section 3.3.3). The teleconnection indicesdus the correlation and stepwise regression
analyses include the North Atlantic Oscillation (@A East Atlantic pattern (EA), East
Atlantic-Jet (EA-JET), East Atlantic/Western Rugsatern (EA/WR), Polar/Eurasian pattern
(POL) and Scandinavian pattern (SCA). The AO indexs not been used; correlations
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between AO and discharge are similar or marginkaiyer than between NAO index and
discharge. Consequently, AO has not been useds3esa the consistency of the long-term
impact of the most dominant teleconnection patt@wer time, a running correlation mean
has been calculated. This approach is based uptanbacheret al. (1999), who performed
wavelet analysis on the wintertime NAO index. THeynd spectral power (significant at
0.05) with different frequencies ranging from 19-28d 50-68 years, of which a 30-year
window emerges as an average. The same approabtleérasdopted in this study, too.
Secondly, composite analyses of the 500 hPa fetdsciated with low and high discharge
years had been used. Data have been derived froBPNNCAR (section 3.3.2) referring to
1948-2004. The low and high discharge years haema lokefined larger than + 1 standard

deviations from the 1948-2004 seasonal averages.

5.3.1. Spring season (AMJ)

Tables 5.9 — 5.10 and Figures 5.12 — 5.13 illusttae relationships between the AMJ
discharge of SD and the main NH teleconnectionepadt For the duration of record, the
links between the AMJ discharge and monthly teleeation indices are not strong ranging
between 0.19 and 0.28. AMJ discharge is negatigetyelated with the SCA pattern for the
winter-spring months (Table 5.11), which is coresstwith negative precipitation, and snow
cover anomalies in north-western Russia and Scamdirassociated with the positive phase
of the SCA (Barnston and Livezey, 1987; Clatkal, 1999; Qianet al, 2000). A weak
positive correlation occurs between the NAO in dapwand the AMJ discharge reflecting a
link between positive precipitation and snow coaeomalies associated with the positive
phase of the NAO (Popova, 2005) and enhanced depnesctivity over northern Europe in
winter (Hurrell and van Loon, 1997).

Bradley and Ormerod (2001) established a similbeitistronger connection between NAO
and river discharge for central Wales and by Risbit al (2003) for Great Britain. Hanninen
et al (2000) and Bergstrom and Carlsson (1994) havevishibat river discharge into the
Baltic Sea increases with the positive NAO inde&c{®n 2.5). The very high values of
discharge into the Baltic Sea observed in the 1280cide with the strongly positive NAO
phase being surpassed only by high discharge in18#0s. Above-average discharge,
comparable to the beginning of thé"aentury, characterised the AMJ discharge of Sthién
1990s (Figure 4.3) although in general variabilitysD discharge in this season is lower than

in other seasons (section 4.4).
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Figure 5.12. The 30-year running means of correlation coefficigetween the reconstructed
teleconnection indices (Luterbachedral, 1999) and AMJ discharge of SD: (a) NAO
in January and (b) SCA in May. Correlation coeéfits above 0.19 are statistically
significant at 0.05 (shown as dashed line).

Table 5.9. Correlation coefficients betweethe monthly teleconnection indices and AMJ
discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically
significant at 0.05. Only statistically significacdrrelation coefficients are shown.

Teleconnection pattern r
SCA iy -0.28
NAO jan 0.23
NAO may -0.22
SCA Feb, Mar, Apr -0.19
EA/WR gep -0.19
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Table 5.10.Cumulative variance in the AMJ discharge of SD8@-8995) explained by the
main NH teleconnection patterns. Total variancdarpd is highlighted in bold.

Teleconnection pattern Cumulative variance (%)
SCA vay 6.35
NAO jan 10.51
SCAFen 14.80
EA/WR gep 17.54
SCA ppr 19.34

The strength of correlation between the SD disehang AMJ and the main NH
teleconnection indices varies in time (Figure 5.1Thus correlation between the SD
discharge and the January NAO index was not gtatilst significant prior to 1948. By
contrast, a moderate correlation (r ~ 0.4 to 0v8@3 observed in the 1948-1995 period. The
change in the strength of relationship betweenNA® index and SD discharge may be due
to the shifts in the position of the atmospheriotes of action. Machedt al (1998) have
shown that from the beginning of the™6entury to the 1930s the Icelandic low migrated
north of its mean climatological position. BetweEd20 and 1930, it was centred abolit 6
west of its mean position, while the Azores highsvaisplaced south of its climatological
location between approximately 1900 and the mido$9®awsoret al (2002) suggested that
expansion of sea ice around Greenland is one gbdkeible reasons for the migration of the
Icelandic centre of action and displacement ofstioem track. Weakening of the NAO and its
influence on the climate of the Arctic and sub-Axcegions in the 1930s-1940s, especially in
the Barents Sea sector that is closest to the &hroant, have been noted by Bengtssbn
al. (2004). These authors suggest that warm oceamrrsvacreasingly entered into the
Barents Sea region leading to negative sea ice amsnand higher than normal air
temperatures which were not associated with thekerethan-usual NAO observed at the
time. The strength of the correlation between th& $nhdex in May and the springtime SD
discharge increased in the 1920s and in the |86s19 early 1970s (Figure 5.12 b).

Figure 5.13 a shows the difference in January 32®-geopotential heights between the years
of high AMJ discharge and low AMJ discharge. Theesded pattern showing negative
geopotential height anomalies over Iceland andtipesover the Bay of Biscay is consistent
with the NAO pattern and confirms the controllingler of the NAO over the January
precipitation, accumulation of snow, and the AM3ctiarge (statistical significance of the
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identified anomalies has been assessed by comptmngalue of anomalies with standard

deviations of the field in the studied region; gat.4).

A weak negative correlation with the NAO index inaj(Table 5.9) reflects the negative
precipitation anomalies in north-western Russiaictvlare associated with a stronger Azores
high and its easterly extensions (Shahgedanova?)2dbe weak correlation between the
May NAO index and SD discharge in AMJ occurs thioug the record (not shown) being
marginally stronger in the late 1940s — early 19%0&n the negative values of the NAO

index occurred over a few consecutive years.

The anomaly map (Figure 5.13 e) visualises thagrefter importance for discharge are
geopotential height anomalies over north-westerrssiRuitself and that the presence of
negative geopotential height anomalies over thé&retganslates into high AMJ discharge
events. The shift from the Atlantic dipole patteomhtrolling the strength of westerly flow,

snowfall, and AMJ discharge towards regional geepial height anomalies controlling

precipitation and discharge occurs approximatearch (Figure 5.11c).

In all, the main NH teleconnection indices expla®% of the total variance in the AMJ

discharge of SD for the duration of the dischargeord (Table 5.12). In the post-1950s
period (1950-1995), when the influence of the NA®tle climate of the SD catchment was
stronger, its correlation coefficient with AMJ disrge approaches 0.41 explaining 16% of

the total variance.

(a) January (b) February

139



(c) March (d) April

Figure 5.13.Mean 500-hPa geopotential height anomalies agsdorth composites of high
(1952, 1955, 1958, 1961, 1966, 1968, 1974, 1990,1,19993) minus low (1956,
1960, 1963, 1967, 1973, 1975, 1977, 1984, 1985619MJ discharge years.
Contour intervals are 2 dekametres (dam).

5.3.2 Summer season (JA)

Tables 5.11-5.12. and Figures 5.14-5.15 illustifagerelationships between the JA discharge
of SD and teleconnection indices. For the durawbrrecord, the links between the JA
discharge and monthly teleconnection indices arakweith correlation coefficients ranging
between 0.20 and 0.28. In total, the indices em@d&% of the total variance in JA discharge
of SD.
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Distant forcing and its influence on local and oegil climate is known to be reduced in
summer in comparison with other seasons (e.g. Jands Salmon, 2005). By contrast,
regional and regional factors may play a more irtgrdgrrole controlling climatic and climate-
related variables. Figure 5.14 illustrates an immd&aegional anomalies in mid-tropospheric
circulation on SD discharge. The low JA dischargarg are associated with a strong ridge of
elevated geopotential height extending from cerRuasia to the Barents Sea. The lowest on
record JA discharge registered in 1973 (as well®&; not shown) was associated with a
particularly strong positive geopotential heighbaraly that evolved into a blocking high
centred over Finland and north-western Russia. Idiband Monteni (1990) identified
Scandinavia and the western part of the SD catche®eran area where summer blocking

events occurred more frequently than anywhereieldee NH since 1950.

Table 5.11. Correlation coefficients betweetne monthly teleconnection indices and JA
discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically
significant at 0.05. Only significant values arsplayed.

Teleconnection pattern r
NAO jun -0.27
EA-JET jun 0.21

Table 5.12.Cumulative variance in the JA discharge of SD (18895) explained by the
main NH teleconnection patterns. Total variancdarpd is highlighted in bold.

Teleconnection pattern Cumulative variance (%)
NAO jun 6.36
EA-JET yun 13.37

Similarly to AMJ, the strength of correlation betmethe SD discharge in JA and the main
NH teleconnection indices varies in time (Figurgs). Thus NAO had the strongest control

over SD summer discharge in the earl{f 2@ntury and in the 1950s (r about —0.50) but had
very little impact on the hydrology of the regiom the 1970s and 1980s (Figure 5.15 a).
During the latter period, a succession of dry y@asurred in the SD catchment linked to the
blocking events. Although statistically significattie correlation between the JA discharge of
SD and the EA-JET index (Table 5.11) was inconsidferoughout the record with moderate

positive correlations observed towards the enth@frécord (Figure 5.15 b).
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() (b)

Figure 5.14.(a) July 500-hPa geopotential height anomaliegterlow JA discharge years
(1949, 1960, 1964, 1967, 1972, 1973, 1974, 197971%nd (b) mean 500-hPa
geopotential height field for July 1973. Contouenvals are 2 dekametres (dam).
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Figure 5.15.The 30-year running means of correlation coeffitsebetween the reconstructed
teleconnection indices (Luterbachetral, 1999) and JA discharge of SD: (a) NAO in
June (SD) and (b) EA-JET in June. Correlation ¢oieffits above 0.19 are statistically
significant at 0.05 (shown as dashed line).
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5.3.3. Autumn season (SON)

Tables 5.13-5.14. and Figures 5.16-5.17 illustrdte relationships between the SON
discharge of SD and the main NH teleconnectioncesli For the duration of record, the links
between the SON discharge and monthly teleconmeatidices are weak to moderate with
correlation coefficients (statistically significamstt 0.05) ranging between 0.19 and 0.33.
Spring and summer patterns control SON dischardk witime lag between one and six
months (teleconnection patterns leading discharfied. main patterns explain 20% of total

interannual variance in the autumn discharge.

Table 5.13.Correlation coefficients betweehe monthly teleconnection indices and SON
discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically
significant at 0.05. Only statistically significacdrrelation coefficients are shown.

Teleconnection pattern r
EA-JET 4y 0.33
EA/WR mar 0.27
EA-JET aug 0.26

NAO jun -0.19

Table 5.14.Cumulative variance in the SON discharge of SD 218895) explained by the
main NH teleconnection patterns. Total variancdarpd is highlighted in bold.

Teleconnection pattern Cumulative variance (%)
EA-JET ju 10.05
EA/WR wmar 16.57
NAO jun 18.34
EA-JET aug 19.85

The EA-JET pattern in the summer months emerges as the maitrotaver the SON

discharge of SD (Tables 5.13 and 5.14) througlcatsnection with summer rainfall. The
positive phase of the EA-JET pattern is charaadrisy the location of low-pressure centre
over the north-eastern Atlantic and a high pressugmetre over subtropical Europe and

northern Africa (Figure 2.9 b). Similarly to the KA the positive EA-JET pattern initiates a
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strong moisture flux from the north-eastern Atlantdo northern Europe and has been
previously linked to floods on the river Elbe in dust 2002 (Duinkeloh and Jacobeit, 2003).
The impact of the EA-JET pattern on the SD dischavgs strong between the 1880s-1920s
with correlation coefficients of approximately Obfit was not significant after the 1940s
(Figure 5.14 a). By contrast, the EA/WR pattern ileith weak to moderate (r ranging

between 0.30 and 0.40) but consistent correlatiith the SD discharge prior to the 1970s.
This association declines in the 1980s in line wilta declining SLP in the north-eastern
Atlantic (Hurrell and van Loon, 1997; Serregeal, 2000) where one of the centres (high

pressure during the positive phase) of the wintextEA/WR pattern is located (Figure 2.9 c).
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Figure 5.16.The 30-year running means of correlation coefficigetween the reconstructed
teleconnection indices (Luterbachetral, 1999) and SON discharge of SD: (a) EA-
JET in July, and (b) EA/WR in March. Correlationefficients above 0.19 are
statistically significant at 0.05 (shown as daslee).
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(a) September (b) October

Figure 5.17.Mean 500-hPa geopotential height anomalies fohtge SON discharge years
(1948, 1952, 1956, 1957, 1962, 1978, 1989, 1998umiow SON discharge years
(1951, 1960, 1972, 1974, 1975, 1992). Contour vaisrare 2 dekametres (dam).

Figure 5.17shows the difference in September, October, ancehérer 500-hPa geopotential
heights between the years of high SON dischargelawdSON discharge of SD. The
September pattern (Figure 5.17 a) is consistertt thibse for July and August (not shown)
suggesting that positive (negative) anomalies inl-tropospheric circulation over north-
western Russia and Scandinavia lead to negativeitige) SD discharge anomalies.
Nevertheless, anomalous discharge in October angmber (Figure 5.17 b, c¢) is coupled
with a dipole pattern with centres over Iceland #mel Bay of Biscay. The displacement of

one of the dipole centres north-east of the Aztoethe Bay of Biscay explains the lack of
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significant correlations between SON discharge theccontemporaneous NAO. Geopotential
height anomalies over the Bay of Biscay — rathantthe NAO or the intensity of the Azores

high — are known to control precipitation over Epgan Russia (Shahgedan@tal, 2005).

5.3.4. Winter season (DJFM)

Tables 5.15-5.16 and Figure 5.ll8strate the relationships between the DJFM disgh of
SD and teleconnection indices. For the duratiorreaiord, the links between the winter
discharge and monthly teleconnection indices arelaraie with correlation coefficients
ranging between 0.22 and 0.39. The SD remains rirtzeween mid-November and mid-
April (Vuglinsky, 2000; section 3.2.2) and thus suer and autumn teleconnection patterns
control the DJFM discharge (teleconnection pattégading discharge). As the river remains
frozen, the influence of the regional factors or-BJdischarge is reduced and the main NH
teleconnection patterns explain about one thirdotdl interannual variance in the DJFM
discharge exhibiting the strongest influence outlbfseasons. The SCA and NAO pattern
emerge as the main controls over the DJFM dischalfr§® (Table 5.15 and 5.16).

Table 5.15.Correlation coefficients betwedhe monthly teleconnection indices and DJFM
discharge of SD (1882-1995). Correlation coeffitseabove 0.19 are statistically
significant at 0.05. Only statistically significacdrrelation coefficients are shown.

Teleconnection pattern r
SCA ot -0.39
EA-JET yu 0.30
NAO ot 0.23
SCA sep -0.22
NAO jun -0.22

The impact of the SCA pattern on the SD dischargend the DJFM season has been
constantly significant over time (Figure 5.18 &3. impact was strongest in the early part of
the record as well as during the 1940s and 195Bst(veen 0.40 and 0.60) while the running
mean indicates a rapid decline since the 1960sdByrast, the NAO pattern (Figure 5.18 b)

has not always been a significant forcing of DJFMiability. Its greatest impact has been
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Table 5.16.Cumulative variance in the DJFM discharge of SDB@E&995) explained by the

main NH teleconnection patterns. Total variancdarpd is highlighted in bold.

Teleconnection pattern Cumulative variance (%)
SCAoct 14.05
NAO ot 25.35
EA-JET yu 31.49
SCAsep 33.72
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Figure 5.18.The 30-year running means of correlation coefficigetween the reconstructed
teleconnection indices (Luterbactedral, 1999) and DJFM discharge of SD: (a) SCA
in October, and (b) NAO in October. Correlation féoents above 0.19 are
statistically significant at 0.05 (shown as dasleg).

noted during the mid-1910s and 1920s and sincdatikel1960s, while its impact has been

insignificant during certain decades in between.
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5.4. Links between teleconnection patterns and regmal air temperature,

precipitation, and snow cover.
The influence of teleconnection patterns on pré&ijpn over the study area has been
quantified by establishing correlation coefficiehttween the monthly teleconnection indices
of the main Euro-Atlantic teleconnection pattermsd amonthly rainfall, both for the
Arkhangelsk station as well as for the SD basire Tésults are summarised in Table 5.17.
Correlation coefficients significant at 0.05 haweeb obtained mostly for Arkhangelsk, while
significant coefficients with the spatially-averaggrecipitation over the SD catchment were
less frequent. The AO and NAO patterns correlaté \precipitation in winter and spring
(Table 5.17 a), whereas the SCA pattern emergekeamain control over precipitation in
autumn and winter (Figure 5.17 d) confirming thedasions by Clarlet al. (1999) and Qian
et al (2000) (section 2.3.2). SCA exerts stronger ingpaan the catchment-averaged
precipitation in comparison with the Arkhangels&tgin. The EA-JET pattern’s influence is
strongest in June (Table 5.17 b).

The AO and NAO are the strongest forcings of terajpee both at Arkhangelsk and over the
whole catchment area, especially during Februany Btay (Table 5.18). These results
obtained with regard to the SD catchment are i@ Vuith previous studies linking changes in
air temperature in northern European Russia withnghs in atmospheric circulation (as
discussed in section 2.4.2.1). Kryjov (2002) hascuassed the recent warming in northern
Russia and in the Arctic attributing it to the iropaf the AO. He estimated that mean air
temperature in Arkhangelsk in JFM has increase8.3C between 1968 and 1997 of which
2.6°C warming is related to the positive AO phase. AMJ air temperature has increased by
1.8°C of which the AO has contributed IClwarming. Similarly, Rigoet al (2000) have
calculated that more than a half of the DJF warnaibgerved in the region between 1979 and
1997 has been caused by the positive phase of e Therefore, the recent warming
observed over the SD catchment (particularly betw®@78-1999 in the DJFM and AMJ
seasons; Figure 5.5) agrees well with the posARENAO phase during that period. Another
important teleconnection pattern, the SCA pattdmable 5.18 d) exerts considerable impact
on air temperature over the SD catchment in sunfn®ei0.51in August), but not during the

other months.

Atmospheric circulation controls the interannuatl anterdecadal variability in snow depth

and duration of snow cover although there is naseasus on the nature of these associations.
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Table 5.17.Correlation coefficients between monthly telecaniom patterns and monthly
rainfall at Arkhangelsk and over the SD catchmd®36-95). Precipitation months
are shown in blue and teleconnection months in fedeconnection patterns are
ordered alphabetically. Only statistically signéit coefficients (at 0.05) are shown.

(a) Correlation coefficients between the AO indad ¢he Arkhangelsk precipitation records

Jan

Feb

Ma

Ap

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

Jan

0.28

Feb

0.32

Mar

0.46

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

0.32

Dec

0.39

0.39

Correlation coefficients between the AO index amel $D catchment precipitation records

Jan

Feb

Mau

Ap

May

Jun

Jul

Aug

Sep

Oct

Nov

Deq

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

-0.33

Oct

Nov

Dec
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(b) Correlation coefficients between the EA-JETex@nd the SD catchment precipitation
records

Jan| Feb| Maf Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deq

Jan

Feb

Mar

Apr

May

Jun 0.46

Jul

Aug

Sep

Oct

Nov -0.33

Dec 0.29

(c) Correlation coefficients between the NAO indaxl the Arkhangelsk precipitation records

Jan| Feb| Maf Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deq

Jan

Feb

Mar 0.35

Apr -0.28

May

Jun

Jul

Aug -0.29

Sep

Oct

Nov

Dec

Correlation coefficients between the NAO index &melSD catchment precipitation records

Jan| Feb| Mar Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deg

Jan

Feb

Mar

Apr -0.36

May -0.31

Jun

Jul

Aug 0.34

Sep -0.30

Oct

Nov

Dec
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(d) Correlation coefficients between the SCA index the Arkhangelsk precipitation records

Jan| Feb| Mar Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deg

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep 0.29

Oct -0.29| -0.31

Nov -0.33 -0.30

Dec -0.47

Correlation coefficients between the SCA index tr@SD catchment precipitation records

Jan| Feb| Mar Apn May Jun| Jul| Aug|l Sep| Oct| Nov| Deg

Jan | -0.44

Feb

Mar -0.34| -0.32

Apr

May 0.31 -0.36

Jun

Jul 0.32

Aug

Sep -0.40

Oct -0.54

Nov 0.31 -0.56

Dec -0.49

Popova (2005) has investigated the impacts fronectsd NH teleconnection patterns
(including NAO, SCA, POL, and PNA) on snow accuntiola over Northern Eurasia
between 1951 and 2002. She concluded that theghgrpositive NAO winters (NAO index >
1) resulted in above-averaged temperature anonfalies? C above long-term mean) and an
increase in snow accumulation since the 1970s noggan Russia. Correlation between the
NAO index in January and the snow depth in Febrigparticularly high for the 1975-2001
period explaining 39% of variance in the snow deptie series. Note that Popova (2005) has
studied snow depth changes (for February only)imtrast to other studies (Yt al, 1998;

Ye and Ellison, 2003) considering the whole snoasse.
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Table 5.18. Correlation coefficients between monthly teleceetion patterns and monthly
temperature at Arkhangelsk over the SD catchme&8:B5). Teleconnection months
are shown in red and temperature months are showlue. Patterns are ordered
alphabetically. Only statistically significant cfiefents (at 0.05) are shown.

(a) AO for Arkhangelsk

Jan| Feb| Maf Apn May Jun| Jul| Aug| Sep| Oct| Nov Deq

Jan | 0.44

Feb

Mar 0.58

Apr 0.48

May 0.49

Jun 0.34

Jul

Aug

Sep

Oct 0.33

Nov

Dec 0.43

AO for SD catchment

Jan| Feb| Mar Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deg

Jan 0.44

Feb | 0.59 | 0.55

Mar 0.51 | 0.59

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec 0.45
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(b) EA-JET for SD catchment

Jan

Feb

Ma

Apr

May

Jun

Jul

Aug

Sep

Oct

NovV|

Ded

Jan

Feb

Mar

Apr

May

Jun

0.28

Jul

Aug

Sep

Oct

Nov

-0.28

Dec

(c) NAO for Arkhangelsk

Jan

Feb

Ma

Apr

May

Jun

Jul

Aug

Sep

Oct

NovV|

Ded

Jan

0.31

Feb

0.43

0.40

Mar

0.30

0.59

Apr

0.28

May

0.42

Jun

0.29

0.33

Jul

Aug

0.28

Sep

0.29

Oct

0.34

Nov

Dec

0.47

NAOQ for SD catchment

Jan

Feb

Ma

Apr

May

Jun

Jul

Aug

Sep

Oct

NovV|

Dec

Jan

0.35

Feb

0.39

0.50

Mar

0.30

0.62

Apr

0.33

May

0.31

Jun

0.34

Jul

Aug

Sep

Oct

0.34

Nov

Dec

0.53
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(d) SCA for Arkhangelsk

Jan| Feb| Mar Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deg

Jan

Feb

Mar

Apr

May 0.35

Jun

Jul

Aug 0.51

Sep

Oct

Nov 0.37

Dec 0.30

SCA for SD catchment

Jan| Feb| Maf Apn May Jun| Jul| Aug| Sep| Oct| Nov| Deq

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug 0.56

Sep

Oct

Nov 0.29

Dec

The snow depth time series and the time serieactarsing the onset and melt of snow pack
(from which the duration of the snow cover seasas heen calculated) at Arkhangelsk,
Kotlas, and Koynas have been correlated with thenthlp indices of the main NH
teleconnection patterns (Table 5.19). The SCA pattes emerged as the main control over
snow depth (with correlation coefficients rangingfveeen —0.25 and —0.31), and onset and
melt of snow cover in the period since 1936. Thelenate negative correlation between the
SCA indices in the autumn season (particularly @etoand November) and snow depth
indicates that the positive SCA phase leads tavardaepth of snow pack. The positive SCA
phase leads to an extended duration of snow sedb@is consistent with the anticyclonic

nature of atmospheric circulation over the SD cateht during positive SCA phases and
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Table 5.19. Correlation coefficients between monthly teleceetion indices and (a, b) snow
depth and (c, d) onset and melt of snow cover {fier overlap period 1936-95).
Correlation coefficients significant at 0.05 arewh (> 0.21).

(@) Snow depth averaged over the ‘snow seasomh@ciMay

T/c patte Arkhangelsk Kotlas Koynas
rn and month

SCA Nov -- -0.31 --
NAO Dec -- -- -0.25
AO Nov -- -- 0.26

(b) Snow depth during March, the month of maximamow accumulation

T/c pattern and month Arkhangelsk Kotlas Koynas
EA-Jet Jul 0.25 - -
EA-Jet Aug 0.30 -- --
AO Oct -- -0.32 -
EA/WR Nov -- -- -0.28
SCA Oct - - -0.30
SCA Nov -- -- -0.25

(c) Onset of snow cover

T/c pattern and month Arkhangelsk Kotlas
NAO Dec 0.29 --
EA/WR Oct -- 0.27
SCA Nov -- -0.33

(d) End of snow cover

T/c pattern and month ~ Arkhangelsk Kotlas
EA/WR Apr -0.34

SCA Apr 0.34

EA Mar -- -0.33

associated below-average winter air temperatures @ecipitation. Other Euro—Atlantic
teleconnections, including the NAO and AO, exesslenfluence on snow depths, and dates
of onset and end of snow cover season (Table 5.dP cThe EA/WR pattern modulates both
the start and the end of the snow cover seasorrgvitsepositive phase leads to a later start of

snow formation at Kotlas (r = 0.27; Table 5.19 oYlan earlier melt at Arkhangelsk (r = —
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0.34; Table 5.19 d), whereas the positive EA phsisssociated with an earlier snow melt at
Kotlas (r =— 0.33; Table 5.19 d).

5.5

Conclusions.

In this chapter, links between regional climatestaht atmospheric forcing, and interannual

and interdecadal variability in SD discharge haveerb investigated.The following

conclusions are made:

()

(ii)

(iii)

A causal chain exists between large-scale atmompbieculation and river discharge
(Figure 2.16). In this specific case, the primargchmnism is that Euro-Atlantic
teleconnection patterns determine geopotential hhemnomalies and propagate
downwards to the SD catchment, where they affextiesee] pressure (SLP) near the
surface. SLP anomalies thereafter influence red¢iand local climates across the
watershed by creating weather patterns. Importatily weather patterns (derived
from mid-tropospheric and regional circulation) thermore determine snow cover
(including its lateral extent, snow depth, anddtsation) and ice cover, factors that
are significant in the cold environments. In sumynaaressure (SLP and at higher
atmospheric levels) creates certain temperature @edipitation conditions that
finally translate into river discharge variability.

Air temperature, precipitation (raw and P-E), dioraiof snow cover and snow depth,
and SLP are the main climatic factors controlliiygiiological changes in SD seasonal
discharge and also at Kotlas.

Seasonal precipitation has strongly increased letvi881 and 2003 at Arkhangelsk.
The strongest changes in the Arkhangelsk recordoamed during the spring (AMJ),
autumn (SON) and winter (DJFM) seasons accountind.2 %, 25% and 30% of the
total variance respectively. Linear trends have heen estimated over the SD
catchment, where a changing number of stationschatibuted to the observation
network. However, interdecadal variability is pronced over the catchment area
between 1901 and 2000. Regional precipitation exée strongest effect on summer
discharge (June precipitation impacting July disgeaJuly precipitation impacting
August discharge, and August precipitation impart®eptember discharge) with
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(iv)

(v)

(vi)

correlation coefficients above 0.6. On a seasonalsh the JA precipitation strongly
influences JA and SON discharge.

Seasonal air temperature has significantly incietasdy during the AMJ season since
1881 at Arkhangelsk, with the linear trend accaumtfor 9% of the observed
variation. Air temperature in other seasons haschainged linearly. Linear trends
have not been estimated over the SD catchmentewhehanging number of stations
has contributed to the observation network. Howeweterdecadal variability is
pronounced over the catchment since 1900. Aprilt@mnperature strongly affects
discharge during April and June and air temperainréay strongly affects June
discharge. Thus, AMJ and JA air temperatures eggadngest controls over JA
discharge.

Snow depth has not changed linearly at Arkhangsisée 1900, while at Kotlas, the
strongest linear increase in snow depth duringstiv cover season (O—M) explains
28% of observed variance of this short-term rec@aring March (the month with
highest snow depth accumulation), the linear trexulains 21% of the total variance.
The linear increase at Koynas accounts for abot% kOthe O—M snow cover time
series and 5% in the March time series. The snopthdescords reflect the low
precipitation events observed during the 1930s.aAwhole, the snow depth has
significantly increased over the middle part of 82 catchment (Kotlas, Koynas) but
has remained unchanged in the northernmost pakhéhigelsk) since 1936. The onset
and end dates of snow cover have been used toadstifme length of snow cover
season. Both stations (Arkhangelsk and Kotlas) hexperienced a significant
increase between 1900 and 1994 (Arkhangelsk) aBf &aad 1994 (Kotlas), which is
in line with other studies. Snow depth, measurdsvéen December and March, has
the strongest effect on AMJ discharge and alsoiszhdrge in SON.

Effective precipitation (P-E), estimated for no ¢en than the second half of the™20
century, exhibits a significant decline during antu (SON) and winter (DJFM)
explaining 15% and 13% respectively of the totaliarece. Generally, the effective
precipitation leads discharge by one month. Montbiyrelation coefficients are
highest during the summer months with June and By influencing the July and
August discharge. The correlations between P-Edischarge agree especially well
with those between precipitation and dischargenguthe summer months (r > 0.4).
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(Vi)

(viii)

Variability in regional climatic variability (airemperature, precipitation) explains
20%, 35%, 12%, and 48% of the total variance in AMA, SON, and DJFM
discharge respectively.

Teleconnection patterns explain 19% (AMJ), 13% (28P6 (SON) and 33% (DJFM)
of the total variance in seasonal discharge. ThA S&INAO have emerged as the
two strongest forcings of AMJ discharge between2188d 1995, and two patterns
(NAO and EA-JET) are the strongest predictors ofdigcharge. The two dominant
drivers of SON discharge are EA-JET and EA/WR, aithle SCA and NAO patterns
control the DJFM discharge. Thus, the dominantcteieection patterns influencing
the SD catchment are the SCA and NAO patterns. Meryealculation of the 30-year
running correlation coefficients has revealed tet role of distant forcing is not

always consistent over time.
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Chapter 6.  Statistical modelling of seasonal disenge of
Severnaya Dvina (1901-95).

6.1. Introduction.

It has been shown in the previous chapter that &dhdrge is controlled by regional
atmospheric circulation, temperature, precipitatexmd by distant forcing. The reader is again
referred to Figure 2.16, where these associatiasse heen shown in a schematic skelttdre

the combined influence of these factors is evatiakaiture projections of meteorological
variables, derived from the use of regional cirtalamodels can be used as input into the
generation of statistical models (e.g. Wiklyal, 2004). Certain teleconnection patterns may
be predictable (Rodwedt al, 1999; Baldwin and Dunkerton, 2001) providing fogential to

predict seasonal SD discharge up to several yeradviance.

This chapter presents the results of statisticatletimg of SD discharge for the four
hydrological seasons (AMJ, JA, SON, and DJFM) f@&01-1995. For the purpose of
statistical analyses, the SD catchment has beenedefs the area 58-6™, 40-560 E
(section 3.3.2).To determine the dominant factors influencing seakalischarge and to
model discharge using meteorological variables r@sliptors, a combination of Principal
Component Analysis (PCA) and regression analyss weed (Figure 3.5). The rationale for
using PC scores has already been detailed in se8ttbl and is repeated briefly: Multiple
climatic predictors of discharge should be indepenaf each other (Yarnal, 1993), which is
often not the case. To resolve this problem, PC&\lbeen performed providing the advantage
that components independent of each other have Qeearated. Therefore, in terms of
physical interpretation in this case, the PCs shimevdominant forcing factors influencing
seasonal SD discharge. The combination of PCA @&uggession has been used in other
studies as well (e.g. Yet al, 1998; Phillipset al, 2003; Yeet al, 2004) and is used here as
well.

PCA was performed using monthly and seasonal regi(iemperature, precipitation, SLP,
and snow depth) and large-scale (teleconnectioricasyl predictors. In each case,
meteorological variables, exhibiting close corrielas with discharge (sections 5.2 and 5.3),
were selected as input data for the PCA. Threavim PCs have been retained explaining
around 60% of the total variance in seasonal drggh&cores of the retained PCs were used
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to model seasonal discharge by using multiple s=sgoe technique. The odd years for each

season (1901-1995) were selected to derive a egresiodel:

Discharge = constant + a*PC1 + b*PC2 + c*P€3I*PC4 + e*PC5 (Equation 6.1)

The constructed models were applied using the sadependent variables for the even years
of the same period. The modelled seasonal discharge series were correlated with the
observed discharge data to validate the model.y hhee been compared graphically and by

the strength of the correlation coefficient.

6.2. Modelling spring (AMJ) discharge.
6.2.1. PCA of the AMJ meteorological data
PCA has been performed on meteorological datahferspring (AMJ) season. In total 950
month-variables have been employed. These are:
» Air temperature in April averaged over the SD cateht (April regional temperature)
e Air temperature in June averaged over the SD catahi@une regional temperature)
« AMJ precipitation averaged over the SD catchmemiJAegional precipitation)
* DJFM precipitation averaged over the SD catchm@&u1FM regional precipitation)
 AMJ SLP averaged over the SD catchment (AMJ rediSh®)
* Snow depth at Arkhangelsk
* NAO index for January
* NAO index for May
« EA/WR index for February
* SCA index for FMAM

Tables 6.1 - 6.3 show results of the PCA. The s@let’ test (Craddock and Flood, 1969), as
shown in Figure 6.1, was used in combination wité ‘eigenvalue > 1.0’ rule to determine
the statistically significant humber of componetdsbe retained (see section 3.4.1). Five
statistically significant PCs have been retaineflaring 71% of the total variance (Table
6.1).
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Figure 6.1. Scree plot (eigenvalues against component numiesjifying the number of
statistically significant components to be retaifmdthe AMJ season (1901-1995).

Table 6.3 summarises the five dominant patterngaofince. PC 1 explains 20.15% of the
observed variance and describes patterns of bain-lbade precipitation as well as SLP in
AMJ. This component is termed “Regional circulatiarspring”. It shows that regional SLP
patterns control regional precipitation during A&KId both have a strong association with the
AMJ discharge. PC2 explains 13.23% of the obsemathnce. It exhibits high positive
loadings on both NAO in May and SCA during Februdgmpugh to May. This component is
named “Teleconnections in spring”. The positive NAQOate spring as well as the positive
SCA phase impose dry conditions over the basin tweadecreasing the AMJ discharge. PC
3 (12.96%) refers to “NAO in high winter” with strg positive loadings on the NAO in
January. This indicates that the January NAO and] Alidcharge are positively correlated,
I.e. positive NAO phases leading to a strong zaméibw and increased river discharge. PC 4
(12.46%) exhibits positive loadings on snow deptiAkkhangelsk during the snow season
(October through May) and negative loadings onamraji temperature in April and is named
“Snow depth in winter”. This agrees with timing sfiowmelt in the SD catchment being
controlled by April air temperature (and with apesse of April discharge to April mean air

temperature; Table 5.3).
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Table 6.1.Variance explained by the five significant compatsefor the AMJ season (1901-
1995). Explained total cumulative variance is higiied in bold.

PC Eigenvalue Variance Cumulative variance
explained (%) (%)
1 2.015 20.153 20.153
2 1.323 13.229 33.382
3 1.296 12.960 46.342
4 1.246 12.458 58.800
5 1.226 12.256 71.056

Table 6.2 PC loadings of the five statistically significacdmponents for the AMJ season
(1901-1995). Only the highest component loadings aghlighted in bold to assist
with interpretation of PCs.

Component
Meteorological variables 1 2 3 4 5
April regional temperature 0.211 0.034 0.599.554| -0.082
June regional temperature 0.718 -0.181201| 0.077| 0.24%
AMJ regional precipitation -0.793| -0.106| 0.153| 0.058] 0.09¢
DJFM regional precipitation 0.256 -0.1270.112| 0.066 | 0.744
January NAO -0.088-0.068| 0.876| 0.152| 0.012
May NAO -0.091| 0.784 | -0.205| 0.049 | -0.040
February EA/WR -0.264 0.142 | 0.094| -0.1280.760
FMAM SCA 0.292| 0.735| 0.166 | -0.057 0.053
AMJ regional SLP 0.765| 0.286| 0.008| -0.255-0.097
O-M snow depth at Arkhangelsk -0.050.016| 0.119| 0.903 | -0.073

The relationship between temperature and snow imaltearly seen in the extreme years:
Low temperatures below one standard deviation fthen arithmetic long-term mean (e.g.
1902, 1909, 1913, 1923, 1929, 1941, 1944, 19619 48d 1981) led to a late end of the snow
season, while high temperatures (such as 1903,, 1943/, 1950, 1967, 1975, and 1983)
provided for an early snowmelt. PC5 (12.26%) ralatethe EA/WR index in February and
regional DJFM precipitation and is termed “Moistuggime in winter”. This component
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reveals the importance of the EA/WR mode of atmesphcirculation in winter for AMJ
discharge but being ranked' Shows that EA/WR pattern has a lesser impact schdrge
than the concurrent NAO and SCA.

Table 6.3. Variance explained by the statistically signiit®Cs and correlation coefficients
between the PCs and the original variables foAld season.

PC New variable name Correlation with original
variables

PC1 Regional circulation in spring AMJ regional precipitation (-0.79
AMJ regional SLP (0.77)

PC2 Teleconnections in spring May NAO (0.78)

FMAM SCA (0.74)
PC3 NAO in high winter Jan NAO (0.88)
PC4 Snow depth in winter O-M snow depth (0.90)
April regional temperature (-0.55

PC5 Moisture regime in winter Feb EA/WR (0.76)

DJFM precipitation (0.74)

6.2.2. Regression model of AMJ discharge
The following multiple regression equation for AMilischarge has been derived using
independent predictors (PC scores) for the oddsyear

AMJ discharge = 7,881 - 449 PC1 - 379 PC2 + 577 684 PC4 - 145 PC5
(Equation 6.2)

Equation 6.2 has been applied to independent poedi¢PC scores) for the even years.
Figure 6.2 compares the observed with and the remi&iMJ discharge revealing moderate
correlation(r = 0.36, R = 12.96). While some singular events (very low disge in 1936
and 1960, as well as the high discharge in 19528 EHhd 1990) have been quite accurately
captured, the model and the observations divergéher years (e.g. 1938, 1966, 1992).
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Figure 6.2.Modelled versus observed values of AMJ discharges(fof SD (1902-1994).
Tge I?Iack line shows the long-term average of theeo/ed AMJ discharge (7,914
m°s").

Figure 6.3 shows the time series of the five sigaift PC scores. Low discharge observed
during the dry years of 1936 and 1960 is reprodwegltiby the regression model. Both years
have very strong scores on the PC1l (Figure 6.3)chwklescribes the regional spring
circulation. AMJ SLP was high in 1936, particuladyring May (1020 hPa; 0.94 standard
deviations above the long-term average), leading tstrong negative anomaly in AMJ
precipitation over the SD catchment (93 mm, 2.4ddad deviations below the long-term
average). AMJ precipitation in 1960 was only maatjinhigher (117 mm) than in 1936 and
remained 1.4 standard deviations below the long-terean. During this year, regional SLP
was even higher than in 1936, especially duringlAp023 hPa) and May (1020 hPa). At the
same time, both years feature small scores of RO4PL5 reflecting the snow season and
winter precipitation patterns. The high AMJ disgeobserved in 1952 and 1958 was well
reproduced by Equation 6.2. In both years, PC4bédu high scores suggesting that high
snow depth was the main factor for high springtichiecharge. In fact, snow depths at
Arkhangelsk during the winter seasons of 1951/52 H967/58 were more than 2.3 standard
deviations above the long-term average (Figure. 3.6¢ high discharge value observed in
1990 has been well reproduced due to the high PC3, and PC5 scores, which are related

to the impact of several teleconnection patterrig/den January and Mayhe positive NAO
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index in January (PC3) was 1.1 standard deviatlmve the long-term arithmetic average

and remained consistently and strongly positivenfréanuary through April. At the same

time, the SCA index (PC2) was consistently andngfiyonegative between February and May
1990 implying negative anomaly in SLP and geopdériteight over the SD basin. The

underlying pattern for the divergence between maael observations, such as in 1938 and
1966, is less obvious. It might be suggested thatpoorly captured discharged values are
related to those factors that have been rejectedebi?CA model.
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Figure 6.3. Time series of the statistically significant Psdies (AMJ 1901-1995).

6.3. Summer (JA) discharge.

6.3.1. PCA of the JA meteorological data
PCA was performed on the selected meteorologida fie the summer (JA) season (1901-
1995). In total 760 month-variables have been eygaloThese are:
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e Air temperature in June averaged over the SD catahinegional June temperature)
e June precipitation averaged over the SD catchment

» July precipitation averaged over the SD catchment

 AMJ SLP averaged over the SD catchment

* JA SLP averaged over the SD catchment

* EA-JET index for June

* NAO index for June June

* October-Maysnow depth at Arkhangelsk
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Figure 6.4. Scree plot (eigenvalues against component numiesjifying the number of
statistically significant components to be retaif@mdthe JA season (1901-1995).

Tables 6.4-6.6 show the results of the PCA conduote the JA meteorological data. The
‘scree plot’ test (Craddock and Flood, 1969), asshin Figure 6.4, was used in combination
with the ‘eigenvalue > 1.0’ rule (Chapter 3). Thi&tatistically significant PCs have been
retained explaining 63% of the total variance (€abl4). Note that in contrast to other

seasons, the break is less visible in the presee¢ plot (Figure 6.4).

PC 1 explains 25.56% of the observed variance €T&b). It describes the impact of
variability in regional air temperature and pret@agion in June on JA discharge and was

named “Regional climate in June” (Tables 6.6). Bhfastors, clearly, are the source of the
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Table 6.4.Variance explained by the five significant compatsefor the JA season (1901-
1995). Explained total cumulative variance is higjied in bold.

PC Eigenvalue Variance Cumulative variance
explained (%) (%)
1 2.045 25.565 25.565
2 1.626 20.323 45.888
3 1.395 17.437 63.325

Table 6.5. PC loadings of the three statistically significaotmponents for the JA season
(1901-1995). Only the highest component loadings haghlighted in bold to assist

with interpretation of PCs.

Component
Meteorological variables 1 2 3
June regional precipitation -0.758| 0.099| 0.289
July regional precipitation 0.1160.778 | -0.010
June regional temperature 0.730| 0.239| 0.073
June EA-JET -0.072 0.165 | 0.880
June NAO 0.572 -0.37[7/0.536
O-M snow depth at Arkhangelsk -0.323.482 | -0.026
AMJ regional SLP 0.582 0.059 -0.595
JA regional SLP -0.108-0.750| -0.111

Table 6.6. Variance explained by the statistically signiit®Cs and correlation coefficients
between the PCs and the original variables fodfheeason.

PC New variable name Correlation with original
variables
PC1 Regional climate in June June regional precipitation (-0.76
June regional temperature (0.73
PC2 Regional environment in summer JA regional SLP (-0.75)
July regional precipitation (0.78)
PC3 EA-JET in June June EA-JET (0.88)
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most dominant atmospheric impact on JA discha\yhile temperature is negatively
correlated with JA discharge (Table 5.5), prectmtais linked positively to it (Table 5.1).
This indicates that warmth in June and low rainfatluce the JA discharge, whereas cool and
moist conditions increase it. PC2 explains 20.32%h® observed variance (Table 6.4) and is
related to the contemporaneous SLP and regionalgitiaion in July. This component was
termed “Regional environment in summer” (Table 6.6he relationship between this
component and discharge is straightforward: negafpositive) anomalies in atmospheric
pressure lead to increased (decreased) precipitatid high (low) discharge. A selection of
years with strong JA SLP anomalies emphasizes tégional atmospheric pressure below
one standard deviation from the long-term averagg. (1904, 1909, 1923, 1928, 1948, and
1956) led to strong positive precipitation anonmsgliehile positive anomalies in SLP (e.g.
1913, 1938, and 1973) resulted in low rainfall (Fg5.1). PC 3 (17.43%) reflects the impact
of the EA-JET pattern in June on rainfall in SDctement and was termed “EA-JET in June”.
The positive EA-JET phase refers to an increasestenlg airflow over the eastern North
Atlantic and into Europe, providing for higher Sicharge; in contrast, a negative EA JET
phase describes blocking patterns over Greenlandl &breat Britain (CPC,

WWW.cpc.ncep.noaa.gov/data/teledoc/eajet.html).

6.3.2. Regression model of JA discharge
The following multiple regression equation for JAsaharge has been derived using

independent predictors (PC scores) for the oddsyear

JA discharge = 2,476 - 402 PC1 + 548 PC2 + 93.6 PC3 (Equation 6.3)

Equation 6.3 has been applied to the independetigtors for the even years. Figure 6.4
compares the observed JA discharge with the matidAedischarge. The observed discharge
has been well reproduced by the model (r = 0.67% B4.89). The model reproduces the low
flow events especially well in 1954, 1960, 1988 48982. The high-flow events as of 1916,
1928, 1942 and 1956 are also reproduced accurdedypounced divergence for individual
years that characterised the AMJ model is not ciaratic of the JA season except on three

years.
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Figure 6.6. Time series of statistically significant PC s&(&A 1901-1995).

The model generally tends to slightly overestimdedischarge in the second part of the
record (1942, 1952, 1958, 1962 and 1984), andsitsignificantly overestimated the negative
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anomaly in JA discharge observed in the extremely year of 1972. Inspection of the

summer (JA) SLP time series has shown that in 192 was the highest on record since
1899 (1.88 standard deviations above the long-tamerage). The extreme duration and
strength of the positive SLP anomaly and the extrexature of the associated drought has
been reflected in the very high score of PC2 (Fegau6) leading to the divergence between
the observed and modelled discharge time seriesoBiyast, low discharge observed in 1948
and 1988 was simulated accurately using Equati8n I6. 1948, high scores characterized
PC2 (Regional environment in JA) while in 1988 hggtores characterized PC3 (EA-JET in

June), the PC3 score being more than one standaiation below average (Figure 6.6).

6.4. Modelling autumn (SON) discharge
6.4.1. PCA of the SON meteorological data
PCA was performed on the selected meteorologidal fda the autumn (SON) season (1901-
1995). In total 665 month-variables have been eyguloThese are:
» JA precipitation averaged over the the SD catchrfregional JA precipitation)
« JA air temperature averaged over the the SD cateh(regional JA temperature)
e JA SLP pressure averaged over the the SD catchment
e EA-JET index for July
* EA-JET index for August
* EA/WR index for March
* NAO index for June

Tables 6.7-6.9 show the results of the PCA of & $neteorological data (1901-1995). The
‘scree plot’ test (Craddock and Flood, 1969), asashin Figure 6.7, was used in combination
with the ‘eigenvalue > 1.0’ rule to determine a m@mn of the statistically significant

components to be retained (section 3.4.1). Thrasésstally significant PCs have been
retained explaining 65% of the total variance (€ahl7).

Table 6.7 summarises the three dominant patternvaidnce. PC1 explains 29.07% of the
total variance in Data set. The highest loadingsaar regional JA SLP and precipitation in
summer and it has been termed ‘Regional circulatrorsummer’. The loadings are of

opposite signs indicating that high (low) SLP regki(enhances) rainfall. Thus, the main
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statistically significant components to be retaif@mdthe SON season (1901-1995).

Table 6.7. Variance explained by the five significant comeots for the SON season (1901-
1995). Explained total cumulative variance is higfiied in bold.

PC Eigenvalue Variance Cumulative variance
explained (%) (%)
1 2.210 31.566 31.566
2 1.306 18.658 50.224
3 1.063 15.185 65.409

factor affecting SON discharge is regional atmosgheirculation with a time lag of 1-4
months. PC2 explains further 20.23% of the totalavee with the highest loadings on the
EA-JET pattern in July and the NAO pattern in Jufus, it has been termed ‘Summer
Atlantic circulation’. The positive phase of the BET pattern, as discussed earlier, reflects
an intensified westerly circulation over the eastBlorth Atlantic and middle latitudes of
Europe. PC 3 (‘Euro—Atlantic teleconnections in bhaand June’) explains 16.11% of the
total variance, showing that the EA/WR patterndviarch as well as the NAO in June are
important modulators of the SD discharge in autufire positive EA/WR phase features low

pressure north of the Caspian Sea in combinatidh below-averages temperatures over
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western Russia (CPGyww.cpc.noaa.gov/data/teledoc/eawruss.shtml). Theehamism is
straightforward: temperatures over the SD catchnoring the warm-season months,
particularly during JA, are negatively correlatedlSON discharge (Table 5.4), whereby

positive temperature anomalies provide for negatiseharge anomalies, and vice versa.

Table 6.8 PC loadings of the five statistically significacdmponents for the SON season

(1901-1995). Only the highest component loadings laghlighted in bold to assist
with interpretation of PCs.

Component
Meteorological variables 1 2 3
July EA-JET -0.083 0.811| -0.078
August EA-JET -0.321 0.538 | 0.422
March EA/WR 0.072| 0.128 0.723
June NAO 0.021 -0.426| 0.607
JA regional precipitation -0.783| 0.270| 0.068
JA regional temperature 0.733 0.3¥6 0.217
JA regional SLP 0.860 | -0.238| -0.002

Table 6.9. Variance explained by the statistically signiit®Cs and correlation coefficients
between the PCs and the original variables foSth&l season.

PC New variable name Correlation with original
variables
PC1 Regional circulation in JA regional precipitation (-0.78)
summer JA regional SLP (0.86)
PC2 Summer Atlantic circulation July EA-JET (0.81)
June NAO (-0.43)
PC3 Euro-Atlantic

teleconnections in March an

June

Mar EA/WR (0.72)
d Jun NAO (0.61)
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6.4.2. Regression model of SON discharge
The following multiple regression equation for t8®N discharge has been derived using

independent predictors (PC scores) for the oddsyear

SON discharge = 2,444 - 393 PC1 + 401 PC2 + 126 PC3 (Equation 6.4)

Equation 6.4 has been applied to the independedtigtors for the even years. Figure 6.8
compares the observed SON discharge with the nesbtl&ION discharge and Figure 6.9
shows the time series of the significant PC scofés. model has reproduced the observed
discharge variability well (r = 0.65,°R= 42.25), particularly in those years when disgkar
was close to average. In contrast, anomalous digehealues are captured less accurately
particular, strong underestimation of the anomdjohigh discharge events observed in 1918,
1928, and 1952 is evidertFigure 6.6) and it is possible that the model genfance is
disrupted by the occurrence of a few very strommigitive discharge anomalies in the earlier
part of the record and the absence of such anosnaiier the 1960s. The low-flow events of
1912, 1920, 1924, 1938, 1944, 1946, 1960, 19682,19976, and 1980 are reproduced
although values of discharge are mostly overesédat
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Figure 6.8. Modelled versus observed values of SON dischands™) of SD (1902-1994).
The black line shows the long-term average of theeoved discharge (2,443 s1%).
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6.5. Modelling winter (DJFM) discharge.
6.5.1. PCA of the DJFM meteorological data
PCA has been performed on the selected meteoralogata for the winter (DJFM) season
(1901/02 — 1995/96). In total 950 month-variablasehbeen employed. These are:
» JA precipitation averaged over the SD catchmentréffonal precipitation)
* SON precipitation averaged over the SD catchme@iN &gional precipitation)
* AMJ air temperature averaged over the SD catchi@evid regional temperature)
« JA air temperature averaged over the SD catchniéntggional temperature)
e SON air temperature averaged over the SD catch(8& regional temperature)
« DJFM air temperature averaged over the SD catch(DeltM regional temperature)
* NAO index in June
* NAO index in October
* SCA index in September
* SCA index in October
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Figure 6.10.Scree plot (eigenvalues against component numbbsjifying the number of
statistically significant components to be retairfed the DJFM season (1901/02
1995/96.

Table 6.10.Variance explained by the five significant compatsefor the DJFM season
(1901/02-1995/96). Explained total cumulative vaciais highlighted in bold.

PC Eigenvalue Variance Cumulative variance
explained (%) (%)

1 1.841 16.732 16.732

2 1.616 14.693 31.425

3 1.522 13.838 45.264

4 1.248 11.345 56.609

5 1.019 9.264 65.873

Tables 6.10-6.12 show the results for the PCA efMlJFM meteorological data. The ‘scree
plot’ test (Craddock and Flood, 1969), as showRigure 6.10, was used in combination with
the ‘eigenvalue > 1.0’ rule to determine a numblethe statistically significant components

to be retained (section 3.4.1). Five statisticalfynificant PCs have been retained explaining
66% of the total variance (Table 6.10).
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Table 6.11.PC loadings of the five statistically significaasamponents for the DJFM season
(1901/02 - 1995/96). Only the highest componendilogs are highlighted in bold to

assist with interpretation of PCs.

Component
Meteorological variables 1 2 3 4 5
September SCA 0.520 0.260 -0.128.113| 0.208
October SCA 0.807 | -0.003| 0.221 | -0.040Q -0.109
July EA-JET -0.022 0.076| 0.053| 0.061 0.873
June NAO 0.080 0.169 -0.3710.026|-0.330
October NAO 0.188 -0.1710.820|-0.077| 0.062
SON regional precipitation 0.064-0.704| 0.010| -0.031 0.488
JA regional precipitation -0.863| 0.229| 0.101] -0.088 0.081
JA regional temperature 0.019 -0.118.016 | 0.863 | -0.106
AMJ regiona temperature -0.003.805 | -0.009| 0.035| 0.163
SON regional temperature -0.122.280| 0.733| 0.141| -0.032
DJFM regional temperature 0.102 0.24 0.048.740| 0.224

Table 6.12. Variance explained by the statistically signifitaPCs and correlation
coefficients between the PCs and the original éesmfor the DIJFM season.
PC New variable name Correlation with original
variables
PC1 Regional precipitation in | JA regional precipitation (-0.86
summer Oct SCA (0.81)
PC2 Regional climate in spring| AMJ regional temperature (0.81)
and autumn SON regional precipitation (-0.70)
PC3 EA/WR in March and NAO Oct NAO (0.82)
in June SON regional temperature (0.73)
PC4 Regional temperatures in| JA regional temperature (0.86)
summer and winter DJFM regional temperature (0.7
PC5 EA-JET in July July EA-JET (0.87)

The number of statistically significant componeisthiigher than in any other season and, in

contrast to other seasons, all the significant comepts explain approximately the same
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percentage of the total variance. PC1 explains%8the variance. It is dominated by the
SCA pattern in October and precipitation in JA. sTlsuggests that negative temperature
anomalies over European Russia exerted by the iywsiSCA phase (CPC,
Www.cpc.ncep.noaa.gov/data/teledoc/scand.shtmlyrease the region’s water budget,
translating later in the year into higher DJFM Hege. The links with JA regional
precipitation are less understood. PC2 (13.37%)bé&shhigh loadings on regional climate
with temperature in AMJ and precipitation in SON.this case, the main factor is springtime
temperature that leads to higher discharge in AM\J,and also DJFM (section 5.2.6). PC3
displays a high loading on the NAO index in Octolied on regional air temperature in SON,
explaining 12.98% of the total variance. Large-saaloisture advection (NAO) and warm
(regional) temperatures advected by Barents Seeeskpns (Shahgedanova, 2002; section
2.3) in autumn predetermine higher DJFM dischangents. PC4 (12.25%) is linked to the
concurrent regional temperature and regional teatpex in the preceding summer. In
particular, Barents Sea depressions during the kalfiof the year (Shahgedanova, 2002;
section 2.3) transport warm air masses into theystarea, thereby increasing the DJFM
discharge. PC5 explains another 11.48% of the tedalance showing that the EA-JET
pattern in July, which has been shown to controistnoe advection from the north-eastern
Atlantic (section 5.3.3).

In general, both regional and distant meteorolddeetors affect the SD discharge in DJFM
and most of them lead discharge by a few monthwisigothat DJFM discharge is largely a

product of climatic conditions in the precedingisgr summer, and autumn.

6.5.2. Regression model of DJFM discharge
The following multiple regression equation for thdFM discharge has been derived using

the independent predictors for the odd years:

DJFM discharge = 979 - 152 PC1 - 130 PC2 + 96.1 P&331 PC4 + 156 PC5
(Equation 6.5)

Equation 6.5 has been applied to the independediqgtors for the even years.
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Figure 6.11. Modelled versus observed values of DJFM dischérjes™) of SD (1902-
193942. The black line shows the long-term averdgheobserved discharge (975
m’s™).

178



PCA PC2

300 4
200 1 1
v oy d fadif i r q\ |I

! i 10 (Wi LTV |

g § 000 1 !II'II""Ill"' l'

: 3 (VPR

2. "'-2.:n1 i U
s300
a0 ]

) = o E [ "l . [
TEEEEE 588888 685¢8E8GE
Year Yaar
PC3 FC4
am
2m
| T

8 1.00 4 I il i I [} I 1 fi | !-‘| X f

Eu.m-;-.‘.-flll S '!I ARILTN W - | — g

8 oo 0 VIV IOV :

g L B A e I [

-2.00 |i

A0 !

-G.r.l:ll._.\ [ [ =] = = = = {=] (o] =1 =] (=] = = =} [

g8 2 B B 2 3 8 B 8 2 B B &% B B 2 8 3 8 % 8 8
Yrar Year
PCS

P scores

Figure 6.12. Time series of statistically significant PC s&(BJFM 1902-1994).

Figure 6.11 compares the observed DJFM dischartfethe modelled DJFM discharge. The
model simulates the DJFM discharge well (r= 0.65:R2.25%) and accurately reproduces a
number of high- and low-flow seasons including tbe-flow of 1908, 1910, 1912, 1920,
1940, 1946, 1960, 1974, 1976, and 1992 and high-8wents of 1902, 1918, 1928, 1942,
1952, 1978, and 1986. In contrast, the predicteldlevan 1972 is very low, severely
underestimating the true discharge in that yeerause of the exceptionally high absolute
values of the score of PC2 associated with spritggtiemperature. Figure 6.12 shows the
time series of the significant PC scores. The motdble aspect is the agreement of the PC 2
time series with air temperature of the SD catchtmstmongly positive loadings of PC2
(referring to regional air temperature in springtwred during the 1920s and 1930s when the

European Arctic warmed considerably (section 213,Zollowed by declining loadings (and
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declining air temperatures), and an increase duhad970s in line with pronounced summer

droughts during that decade.

6.6 Discussion and conclusions.
Multiple regression-based models of seasonal SPhdige have been constructed using
scores of the statistically significant PCs deriviemn meteorological data for the odd years

of the record and applied to predict seasonal SbPhairge in the even years of the record.

The success of the model is estimated by visugbertson between the observed and
modelled discharge time series, and by a statistiemsure such as correlation coefficients
for the duration of record (1902-1994). They amghhin for the JA, SON, and DJFM seasons
(r = 0.65-0.76), and much lower with regard to Abidcharge (r = 0.36) over time. This
obscures the fact that individual discharge evlaige been properly modelled, while others
have been modelled wrongly in magnitude. To evallaiv well the model has performed at
different periods within these 95 years of timerspa running mean for the correlation
coefficients has been calculated (not shown). dtthiened out that for individual decades, the
correlation coefficients between the observed dradmodelled seasonal discharge ranges
from 0.10 to 0.90. The highest success rate has digained for SON and DJFM prior to the
1970s (with correlation coefficients up to 0.9),ihJA discharge has not been consistently
well modelled prior to the 1970s. In AMJ, the skiflthe model was highest between the mid-
1940s and the 1970s. The skill of the model deslsterply after the 1970s. The main reason
for this is the severe underestimation of the disgh event of 1972 (exclusion of this

particular year leads to higher moving-average eshfter the 1970s).

The question arises as to the scientific noveltyhef results discussed in this chapter. Other
authors (e.g. Yeet al, 1998; Phillipset al, 2003; Yeet al, 2004) have applied the same
approach, a combination of PCA and regressionh@ir tanalyses with regard to Siberian
discharge. Nevertheless, to the author’'s knowledgmmprehensive study of meteorological
forcing factors on seasonal long-term dischargenamthern European Russia has been

provided in this thesis for the first time. Thisshao interesting implications:
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()

(ii)

It shows the links between atmospheric circulagod hydrology and thus, closes
a gap by investigating the dominant forcing pagemnorthern European Russia.
Certain teleconnection patterns may be predictgbdelwell et al, 1999; Baldwin
and Dunkerton, 2001). Thus, hydrological behaviouthe SD basin may be as
well predictable ahead. This might lead to an eadyning system to be installed
in the region, especially with regard to upcomitapdls in spring and developing
drought in summer. Regional climate may be simdlde statistical downscaling
techniques (see next section). Again, their apptinamight forecast future
climatic conditions in the basin with the possilyilof generating hydrological

forecasts.

It is concluded that:

The SD discharge in JA, SON, and DJFM is modellecueately with correlation
coefficients of 0.65 to 0.67 between the observetiraodelled discharge. In contrast,
the AMJ discharge was less accurately reproduckéng a correlation coefficient
of 0.36 between the modelled and observed discharge

Both regional and distant factors control SD seakdischarge.

Negative SLP anomalies in spring leading to highrecipitation and above-average
snow depth in the SD basin are associated withipesinomalies in AMJ discharge.
Regional circulation and the EA-JET pattern confdldischarge. Summer discharge
is overestimated in the more recent part of the teries.

Anomalies in regional atmospheric circulation dgrihe preceding summer and the
EA/WR teleconnection pattern active in March con®® discharge in SON. The
low-flow values are replicated more precisely thae high-flow values, which
occurred predominantly during the earlier yearthefrecord.

The model reproduces well both high-flow and loawfl events during DJFM. Both
regional factors and distant forcing from the pddeg spring, summer, and autumn

season control the DJFM discharge of SD.
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Chapter 7. Conclusions and prospects for futureasearch.

7.1. An overview of research aims and context.

Research of hydrological variability and trendsNarthern Eurasia, including the Russian
Arctic Ocean basin, has recently received considerattention and studies have been
published addressing hydrological variability predieantly in the Siberian sector of the
Arctic Ocean basin between the middle and the drttieo20 century (Grabst al, 2000;
Semiletovet al, 2000; Fukutomet al, 2003; Lammergt al, 2001; Serrezet al, 2003 a;
Yanget al, 2002; 2004 a; b; Yet al.,, 2003). Strong scientific interest in changeghe
freshwater inflow into the Arctic Ocean has beespired by the study by Petersen al.
(2002), who concluded that the total annual disphasf the six largest Northern Eurasian
rivers has increased by 7% into the Arctic Oceanesil936 (section 2.5). An increase in the
inflow of freshwater into the Arctic Ocean can puially lead to a decline in salinity
weakening the THC (e.g. Rahmstorff, 2006). The \togl Petersoret al (2002) considered
changes in freshwater discharge of the Siberiagrsiywhich provide the bulk of freshwater
for the Arctic Ocean) during a relatively shortipdrof time (1936-1999) for which discharge
measurements were available. Focusing primarilyhyufrological (as opposing to climatic)
variability in the Eurasian sector of the Arcticgan basin, this work has not considered the
fact that the 1930s and 1940s were a very speogiod in the northern region of Eurasia
characterised by unusually high air temperatures @engtssoret al, 2004; Johanessext
al., 2004) and largely negative anomalies in preafjgh (e.g. Paetbt al, 2001). Therefore,
the authors have chosen a period of low dischamga daseline for the estimation of
hydrological trends in the region. A potential réda the underestimation of the role of
natural climatic variability (Hulmeet al, 1999; Andersoret al, 2003; Espeet al, 2005),
which explains the anomalously early*26entury warm period in the polar and sub-polar
regions of Eurasia and overestimation of an imgd@anthropogenic climate change on the
water balance in the Eurasian sector of the A@tean.

Changes in the hydrological budget are not onlyartgnt on global scales (with regard to the
Thermohaline Circulation; section 1.1), but also mgional scales, where a changing
seasonality might affect the vulnerability of thepplation living within the SD catchment. In
particular, an increased frequency or magnitudspoingtime floods, and/or reduced water
availability for navigation and drinking water camsption during summer, should be named.
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Therefore, daily data for the AMJ and JA seasonwéeh 1978-2005 (ArcticRIMS,
http://rims.unh.edu/data.shtml) were studied (nobwan). No data are available for SU.
Although slight changes in SD discharge have begadh(increase in AMJ, decrease in JA),
none of these are statistically significant at 0.B6AMJ, neither the day of occurrence of
highest flow (on average mid-May), nor the disclaitpelf (measured as’®ns ) has
increased since 1978. In JA, neither the day otimeace of lowest flow (on average mid-
August), nor the discharge itself {m™) has decreased since 1978. As a whole, there is no
statistical indication that seasonal dischargeepadt have become more extreme during the

past 27 years (no daily data available for the 2€80).

Many studies have also pointed out that changesgional climate and in the larger-scale
atmospheric circulation affect river discharge megg and their variations (e.g. Stuenal,
2001; Fukutomeet al, 2003; Jacobekit al, 2004 to name but a few). Climatic variability in
the European North has received much attentiorti¢gge2.6), but little has been published
about the links between climatic variability in tiern European Russia and river discharge
in this region. Similarly, links between varialyliin the large-scale atmospheric circulation
and river discharge have been evaluated for Silferga Shiklomanoet al, 2000; Lammers
et al, 2001; Semiletovet al, 2000; Yanget al, 2002; 2004 a, b; Yet al, 2003;
Berezovskayat al, 2004; Kostert al, 2005) and North America (e.g. Déey al, 2005;
Déry and Wood, 2005) but have been under-reported nbrthern European Russia.
Therefore, the second major aim of this study wadirtk climatic variability (including
regional climatic variability and influence of dsit atmospheric forcing) with river
discharge, evaluate the nature of these links,carahtify them using methods of statistical

analysis.

7.2. A summary of the main results.

At the end of Chapter 2, a schematic model (Figud&) has been developed linking the

interactions between different levels of the atnmesp (large-scale circulation and regional

circulation) and their effect on river dischargetbé SD watershed. These links have been
explored within this research project. Clearly,tals forcing (exerted by teleconnections)

affects the regional circulation (SLP) over the $&tchment with direct effects on air
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temperature and precipitation (liquid and solidheTeffects of the climate on discharge are
often occurring simultaneously or lagged by sometm® or seasons, as has been shown in
Chapters 5 and 6. Therefore, the model visualiséssic understanding of atmospheric-
hydrological interactions and illustrates that bdistant forcing and regional circulation are
the predictors of SD and SU discharge.

Six main research questions have been formulatetheatend of Chapter 2 (Literature
Review). These questions have been addressed ipte&tfad-6. Here a brief summary is
provided.

Research Question What are the trends in annual, seasonal, and mgrdigcharge of the
SD and SU for the duration of the record?

The long-term monthly, seasonal, and annual digeghaf both SD and SU has not
changed linearly since 1882 when records beganpi€hd). The only exception is a negative
trend in September discharge of SD and a negatwe in June discharge of SU. By contrast,
a pronounced change in discharge values occurrateinl930s indicating a shift from a
period of higher discharge and its frequent strpogitive anomalies to a period of lower
discharge, which lasted until the mid-1970s. Howgiteshould be noted that linear trends
depend strongly on the choice of sampling periddisTla linear increase in SD discharge for
DJFM is registered if the sampling period startsl @86, one of the driest years on record.
Most other studies use 1936-1937 as baseline yeargend estimation because regular
discharge measurements started on many Eurasiars rat that time coinciding with the

driest-ever pentad (1935-1939), a situation sinaldy to the early 1970s.

Research Question ¥Vhat are the trends in annual, seasonal, and mgrdigcharge of the

SD and SU during the last two decades in whichstaged by many authors, a signal of
climate change is emerging from the noise of clienariability (IPCC, 2001)?

Following the 1970s, SD and SU annual discharge cl@se to average. Therefore,
analysis of trends and variability in the SD diggearecord does not confirm the freshwater
discharge from the European sector of the Arctieadcbasin has increased with time and
with the climatic warming observed at the end ef 26" century. Daily discharge data of SD,
available for the period from 1978 to 2005 do muti¢ate that springtime floods or summer

drought have significantly increased in frequemaggnitude, or timing.
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Research Question 3o what extent do changes in regional climate af@d control trends

in discharge of SD?

Regional climate is a significant driver of hist@ily observed seasonal variability and
trends in SD discharge. The combined impact derfu@ah precipitation and temperature at
Arkhangelsk (either contemporaneous with dischangavith a time lag) explains between
12% (autumn), 20% (spring), 35% (summer), and 48%ntér) in observed discharge
variation (Chapter 5). Other meteorological factaliso control river discharge, such as SLP,
snow cover, and P-E. Step changes in dischargetbf®D and SU coincide with periods of
exceptionally low precipitation over northern Eueap Russia. High air temperatures, low
precipitation, and low discharge characterising 1830s-1940s have been attributed to

natural climatic variability (section 2.4.2.1).

Research Question Z:0 what extent do distant atmospheric forcings @m&uro-Atlantic

teleconnection patterns) explain trends and vatighin discharge of SD?

The main Euro-Atlantic teleconnection patterns ominvariability in SD discharge
through the control of variability in regional clate (Chapter 5). The strongest impact is
produced by the SCA teleconnection pattern. Ini@dear, SCA in May affects spring
discharge and SCA in October affects winter disgbaihis conclusion is in line with a
number of previous studies showing that SCA is ohée most important teleconnection
patterns controlling climatic variability in Euroge Russia (Barnston and Livezey, 1987;
Clarket al, 1999; Qiaret al, 2000; Shahgedanoea al,, 2005). NAO in June is an important
driver of hydrological regime in summer despiteidely accepted notion that its influence on
regional climates is strongest in winter (e.g. llyr1995; Hurrell and van Loon, 1997,
Hurrell et al, 2003). The EA-Jet in July is another patterntading SD discharge in
autumn. The combined influence of the main Eura/tic teleconnection patterns explains
between 13% of summer discharge, 20% of springaamgimn discharge, and 33% of winter
discharge in observed discharge variation (ChapjerNevertheless, the strength of the
influence of distant forcing on SD discharge vaoesr time.

Research Question 5Can a combination of regional climatic characteigst and

teleconnection indices be used to explain a siganiti proportion of variance in SD discharge
with the view of developing a simple method of ipbsgredicting future discharge?aVhat

proportion of variance can be explained?
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A combination of PCA and multiple regression aniglysas been used to develop
multiple regression models of seasonal SD disch@beapter 6). PCA has been conducted on
the selected meteorological variables (both regiand teleconnection indices), which have
shown statistically significant correlation with asenal SD discharge. The constructed
regression models reproduced the summer (JA), au{®®N), and winter (DJFM) seasonal
discharge well explaining between 42% and 45% eiresth variance in the observed and
modelled data. Spring (AMJ) discharge has beenlaienli less successfully with? Rf 13%.
The performance of regression models varied owee.tiThus summer discharge has been
overestimated during the more recent part of tleerce The regression models have not
always reproduced strong anomalies well (as it beyexpected of the regression method).
Thus a strong underestimation of anomalously higichéirge in SON was evident in the
earlier part of the record possibly because the anhperformance was disrupted by the
occurrence of a few very strongly positive discleaagomalies in the earlier part of the record
and the absence of such anomalies after the 1830sontrast the modelled value of JA
discharge for 1972 (a year with a high SLP resglim very dry summer conditions) was
substantially lower than the observed negative atpim discharge. It is concluded that in
general a combination of PCA and multiple regrassimodeling can be used as a simple

method of prediction of SD discharge in summeryiaurt, and winter.

7.3. Suggestions for future research.

Two major suggestions for future research are ptede

Firstly, to forecast river discharge using the dammethod utilized in this study for an
assessment of impacts of climate change on hydoalbgegime of the area, reliable
projections of regional climate are required. Spcbjections are not available at present,
however, they can be developed using methods abmalclimate modeling (dynamical
downscaling) or methods of statistical downsca(Miby et al, 1996; Wilbyet al, 2004). A
number of regional climate models are availabl@rasent such as, for example, PRECIS
modeling system based on the regional HadRM3 cématdelled developed by the UK Met
Office (www.precis.org.uk). The model simulatesai®ety of meteorological variables on a
scale of the SD basin and its output can be usemksessments of both regional climate

change and as input data for assessment of hydcalogriability.
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Secondly, Jonest al (2006) have reconstructed river discharge foridérs across England
and Wales for the period 1865-2002 (available atweru.uea.ac.uk/cru/data/riverflow/). The
same should be possible across the Eurasian A@tiean basin, where currently, the
employed long-term data for SD and SU (1882-2004)dight merely onto a limited region
of the European Arctic Ocean basin. Yet, comparisoth the large Siberian rivers is
important in order to be able to evaluate hydralabchanges across Northern Eurasia over
historical times, discharge of the Yenisei, Ob, detolyma, and Pechora rivers. The
centennial reconstructions should be performedonthly resolution until at least 1882 with
the main objective being comparison with the disghaf SD with the potential of obtaining
a better understanding of the long-term hydroldglmadget and its characteristics across

Northern Eurasia.
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APPENDIX.
Appendix |. Standardised precipitation at Kotlas (1936-199426N, 46’6’ E). Data have

been derived from Russian Hydrometeorological S$ervi RIHMI-WDC office
(http://meteo.ru/data_temperat_precipitation).
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(b) Seasonal precipitation
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(c) Annual precipitation

400
300 -

T 2004

‘E‘- 1

£ 1004

&

-E_ 000 H | 'l L B

T

S 100 A

o z
200 - R? = 01836
300

1930 1950 1970 1990

Year

208



